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Abstract—In this article, a high data rate and energy-efficient multiple-input multiple-output transmission scheme is considered by combining two popular and rational modulation techniques: spatial modulation (SM) and code index modulation-spread spectrum (CIM-SS). Since in the considered system, called generalized CIM-SM (GCIM-SM), incoming information bits determine modulated symbols, activated transmit antenna indices as well as their corresponding spreading code indices, data bits are conveyed not only by modulated symbols but also by the indices of the active antenna and spreading codes. Hence, a GCIM-SM scheme accommodates faster data rates while spending less transmission power and possessing better error performance compared to the conventional direct sequence spread spectrum (DS-SS), SM, quadrature modulation (QSM), and CIM-SS systems. The mathematical expressions of the GCIM-SM system for bit error rate, throughput, energy efficiency, and the system complexity are derived to analyze the overall system performance. Besides, it has been shown via computer simulations that the GCIM-SM system has lower transmission energy, faster data transmission rate, and better error performance than DS-SS, SM, QSM, and CIM-SS systems. Performance analysis of the considered system was performed on Rayleigh block-fading channels for quadrature amplitude modulation technique.

Index Terms—Code index modulation (CIM), direct-sequence spread-spectrum (DS-SS), energy efficiency, index modulation (IM), multiple-input multiple-output (MIMO) systems, quadrature spatial modulation (QSM), spatial modulation (SM).

I. INTRODUCTION

T HE recent developments in technology for wireless communication systems and applications, such as video conference, sharing large files, high-quality video, and audio broadcast applications, gave rise to increased demand for high data rates [1]. Additionally, the tremendous number of users in 5G wireless networks is expected to increase energy consumption drastically. Thus, high priority has been given to the design of energy-efficient wireless communication systems with high data rates for device-to-device communications, spectrum sharing, ultradense networks, millimeter-wave networks, the Internet of Things communications, index modulation (IM), and multiple-input multiple-output (MIMO) systems [2]–[4].

MIMO systems, which provide significant improvements in channel capacity and error performance, form the basis of next-generation wireless communication systems. MIMO systems increase throughput and coverage area on one hand, whereas on the other hand, they provide capacity and diversity gains by exploiting multichannel capabilities [5], [6]. One of the important MIMO techniques that have emerged in recent years and also has become a focus of interest by researchers is the spatial modulation (SM) technique. In the SM scheme, while both the receiver and transmitter terminals are equipped with multiple antennas to obtain the spatial diversity of the rich scattering environment, only one antenna is activated at the transmitter terminal in each transmission time-slot. Consequently, the interantenna synchronization problem ceases to exist, the interchannel interference is prevented, and thus, the complexity of the communication system is greatly reduced. Also, in the SM scheme in addition to the transmitted data symbols, the active antenna indices of the transmitter are used to convey information. Thanks to this rational scheme, the data rate increases logarithmically along with the number of transmit antennas [7]. Thus, SM technique has recently been discussed in many academic studies [8]–[14], due to its high spectral efficiency, high performance, energy efficiency, and low complexity. In [8], researchers suggest a low complexity adaptive SM (ASM) technique based on the sphere search technique. The current ASM schemes examine all error vectors in the search area to find the most appropriate ASM mode. In [9], researchers are attempting to remove in-phase (I) and quadrature (Q) components’ imbalance (IQ imbalance) causing spatial performance degradation of SM. For this reason, they recommend the most optimal maximum probability detector for SM-based transmission. In [11], a new approach to SM is presented. The main idea of the proposed approach is to change the active antenna in the middle of the symbol duration. The main advantages of this approach are the improved bit error rate (BER) performance and reduction in the number of transmitting antennas. In [12], researchers have proposed a new MIMO technique, called fully generalized SM (F-GSM). In this
new system, the rate of data transmission along with the number of transmit antennas is increasing linearly, not logarithmically as in traditional SM techniques. Besides, F-GSM achieves a higher data rate than the conventional SM and the generalized-SM with a lower number of transmitting antennas. In [13], a technique called spatial permutation modulation (SPM) is proposed, which modulates the data bits into a permutation vector and activates the transmit antenna in successive time samples. SPM provides higher diversity gain and lowers BER compared to the conventional SM technique. Another technique is block-based SM (BSM) technique, changing the number of active antennas in each transmission vector, but keeping the total number of active antennas on a block constant. Based on this article, in [14], the spatial dimensions are better used, and the BSM scheme is generalized to obtain better BER.

Over the past few years, the IM scheme has been one of the most important research topics and has been shown as a promising candidate for next-generation wireless communication systems [15]. As can be understood by its name, IM techniques convey information in the indices of units, such as transmit antennas, subcarriers, time intervals, frequency carriers, space–time matrices, spreading codes, etc. In this technique, indices are transmitted by embedding them into the transmitted or received signals. Thus, little or no energy is spent on additional information carried in the indices. As a result, IM schemes provide excellent results in terms of both spectral and energy efficiency [15]–[17].

Direct sequence spread spectrum (DS-SS), one of the cornerstones of the generalized CIM-SM (GCIM-SM) technique uses orthogonal spreading codes (e.g., Walsh Hadamard Codes) or pseudo-noise sequences to transmit signals. It has many benefits such as excluded performance, jamming resistance, energy efficiency, sharing of the same channel with many users, noise and interference reduction, etc. Also, since CIM-aided IM techniques send the bits using orthogonal code indices with the spread spectrum technique, the extra bits carried in the code index will be less affected by the sensitivity of the communication channel [18], [19]. The CIM spread spectrum (CIM-SS) system based on the DS-SS technique, which is included in studies [20]–[22], uses spreading code indices to convey extra information. In the CIM-SS scheme, a part of the information bits is used to transmit the modulated symbol, whereas the other part is used to select the spreading code indices. The selected spreading code is multiplied by the modulated symbols and transmitted without using any energy. In the receiver part, the spreading code index is determined with the aid of a simple correlator, and then, the received symbol is demodulated and the code is estimated. With this rational scheme, a part of the data bits are transmitted directly through the channel with the modulated signal, whereas the other part is carried by being embedded in the transmitted signal without spending any energy. For this reason, the CIM-SS system not only increases the data rate and efficiency of the system but also reduces the energy consumption [23], [24]. In [25], the CIM scheme is adapted to the quadrature SM (QSM) method.

In addition to these, works in [26] and [27] are rational and recently published IM techniques. In [26], a low power consumption and low operational complexity IM family, called joint code-frequency IM, has been proposed by the authors for multiuser communication systems. In [27], a new IM technique is proposed for optical communication systems based on the principle of driving the signal’s time and frequency together. In [27], a frequency-shift keying modulated symbol carrying information (based on the multipulse position modulation technique) is sent during the active slots, rather than sending a single pulse shape that does not carry additional information.

A. Contributions and Organization

In this article, rational CIM and SM techniques are combined and generalized for M-QAM modulation to deal with the aforementioned energy-efficiency, error performance, and data-rate requirements. In the considered system, the information bits are mapped to spreading codes and antenna indices in addition to conventional constellation symbols.

As a result of the theoretical derivations and analyses, we can summarize the contribution of our article as follows.

1) CIM-SM technique presented in [23] and [24] has been generalized for M-QAM. Contrary to the existing CIM-SM studies, in this article, we focus on the analyses to generalize the CIM-SM for the M-QAM. The CIM-SM technique is considered only for BPSK (M = 2). Therefore, the number of bits carried in modulation has been limited to 2 b. Besides, in [23] and [24], the performance results are presented only by simulation.

2) Analytical expressions for average BER, energy-efficiency, and throughput of the considered GCIM-SM system are derived.

3) BER performance results of the GCIM-SM system are compared with the CIM-QSM, DS-SS, CIM-SS, SM, and QSM techniques for the same number of bits per symbol and same symbol duration.

4) Simulation results prove that the GCIM-SM scheme provides better error performance than DS-SS, SM, QSM, and CIM-SS systems while consuming less transmission energy.

The remainder of the article is organized as follows. In Section II, we introduce the GCIM-SM scheme. In Section III, BER performance, energy-efficiency, throughput, and data rate analyses of the proposed system are presented. Simulation results and performance comparisons are given in Section IV. Finally, Section V concludes the article.

II. System Model

The considered system model for the GCIM-SM technique is shown in Fig. 1. The system consists of \( N_T \) transmit antennas, \( N_R \) receive antennas and \( 2^L \) Walsh Hadamard codes. In the GCIM-SM system, the use of M-QAM modulation is envisaged because of its good error performance, but M-PSK modulation could be more suitable for implementations requiring lower energy consumption.

When the transmitter structure of the GCIM-SM system is taken into account, the vector \( b \) with dimensions \( p \times 1 \) is the binary information vector to be transmitted during the \( T_s \) symbol period. Here, \( p \) bits are subdivided into three blocks: \( p_1 = \log_2(N_T) \) bits, \( p_2 = \log_2(M) \) bits and \( 2L \) bits such that \( p = p_1 + p_2 + 2L \). For these blocks, \( p_2 \) bits select an M-QAM symbol, \( 2L \) bits select spreading codes of the IQ-components, whereas \( p_2 + 2L \) bits are conveyed with both I and Q components, the \( p_1 \) bits are transmitted in the antenna indices of the SM.
Eventually, as can be seen from the transmitter of the GCIM-SM system, the spreaded symbol sequences are transmitted over the single antenna activated by the SM scheme.

The $M$-QAM modulated complex symbol can be given in general form as follows:

$$s = s_R + js_I$$

(1)

where $s_R$ and $s_I$ are the real and imaginary components of $s$, respectively. $s_R$ and $s_I$ are selected according to the bit sequence of $p_2$. $s_R$ and $s_I$ are spread by the $c_{IR}$ and $c_{IQ}$ spreading codes selected by the bits sequence of $2^L$, where spreading codes consist of $±1$. Consequently, the spreaded signals $s_R c_{IR}$ and $s_I c_{IQ}$ are transmitted through the $I$ and $Q$ components from the $ℓ$th antenna activated by the bit sequence of $p_1$. From this point, the faded noisy signal received by the GCIM-SM receiver can be expressed as follows:

$$y(t) = \sum_{k=1}^{K} \left[ s_R c_{IR,k} p(t - kT_c) \cos(2\pi f_c t) + s_I c_{IQ,k} p(t - kT_c) \sin(2\pi f_c t) \right] h_ℓ(t) + n(t)$$

(2)

where $p(t)$ is a unit rectangular pulse shaping filter on $[0, T_c]$ time period, $T_c$ is the chip duration of the spreading code, $h_ℓ(t)$ is the Rayleigh fading channel impulse response and $n(t) \sim C(0, \sigma_n)$ is a complex Gaussian random process with zero mean and $\sigma_n/2$ variance per dimension.

Since, the $I$ and $Q$ components of the signal model have a similar structure, the model given in (2) can be rewritten separately for the $I$ and $Q$ components. Thus, after the perfect carrier detection and sampling at the output of the channel, the $ℓ$th noisy chip signal ($k = 1, 2, \ldots, K$) of the $r$th receive antenna ($r = 1, 2, \ldots, N_R$) is given for both the $I$ and $Q$ components would be as follows:

$$y_I = s_R c_{IR} h_ℓ + n_I$$

$$y_Q = s_I c_{IQ} h_ℓ + n_Q$$

(3)

where, to simplify the notation, we drop the argument $r$ and $k$. $ℓ = 1, 2, \ldots, N_T$ and $i_R, i_Q = 2^L$. $h_ℓ$ is the Rayleigh fading channel coefficient with zero mean and variance of $\sigma_n^2 = \frac{1}{2} n_I$ and $n_Q$ are the AWGN noise terms of the $I$ and $Q$ components, respectively, and $n$ can be written as $n = n_I + n_Q$. Thus, the vectorial representation of (3) can be expressed as

$$Y_I = s_R h_ℓ c_{IR} + N_I$$

$$Y_Q = s_I h_ℓ c_{IQ} + N_Q$$

(4)

where $Y_I = [y_I, 1, \ldots, y_I, K]$ and $Y_Q = [y_Q, 1, \ldots, y_Q, K]$, here $y_I, k$ and $y_Q, k$ are the $k$th column of $Y_I$ and column of $Y_Q$, respectively. $h_ℓ$ is the $ℓ$th column of $H$, which is the channel matrix with dimensions $N_R \times N_T$. The rows of $H$ carry the receiver antenna indices information, whereas the columns carry the transmitter antenna indices information. $H$ can be expressed as $H = [h_1, h_2, \ldots, h_{N_T}]$ and also $c_{IR}$ and $c_{IQ}$ with the size of $K \times 1$ are the Walsh Hadamard spreading codes. $N_I$ and $N_Q$ are the AWGN matrix.

As shown in Fig. 1, after the despreading operation at the receiver terminal for each of the $I$ and $Q$ components, each of the branches is used to estimate the spreading code indices, the active antenna indices, and the transmitted symbol sequences, i.e., $(i_R, i_Q, i_ℓ, i)$. Here, to reduce the complexity of the GCIM-SM system, detection of $i_ℓ$ and $i$ will be performed by the SM detector after the estimates of Walsh Hadamard code indices $(i_R, i_Q)$ are obtained. Therefore, using the selection block as shown at the receiver side, the estimated $(i_R, i_Q)$ indices are fed back to the despreading vector set. Then, only the $y_{i_R, i_Q}$ and $y_{i_R, i_Q}$ despreaded data vectors that are associated with the $(i_R, i_Q)$ indices are applied to the input of the SM detector. In this way, the complexity of the system is greatly reduced. For this reason, first, the spreading code indices are estimated from the sampled signal using correlator branches. To do this, the matrices $Y_I$ and $Y_Q$ are multiplied by the corresponding spreading code $c_i$ in each branch and summed over the period $T_c = K T_c$. Thus, the despreaded output of the $i$th correlator for both the $I$ and $Q$ components can be expressed as follows:

$$\hat{y}_{I,i} = Y_I c_i = [y_{I,1} Y_I, 1, 2, \ldots, y_{I,K}] c_i$$

$$\hat{y}_{Q,i} = Y_Q c_i = [y_{Q,1} Y_Q, 1, 2, \ldots, y_{Q,K}] c_i$$

(5)

where $i = 1, 2, \ldots, 2^L$. From this point forth, the $r$th element of $\hat{y}_{I,i}$ and $\hat{y}_{Q,i}$ can be, respectively, expressed as follows:
the GCIM-SM system can be expressed as follows:

\[ \hat{y}_{I,i} = \sum_{k=1}^{K} c_{i,k} y_{I,k} = \sum_{k=1}^{K} c_{i,k} (s_{Q} c_{i_k, h} + n_{I,k}) \]

\[ = \left\{ \begin{array}{ll}
    s_{Q} h_{i} E_{c} + \tilde{n}_{I}, & \text{if } i = \hat{i}_{Q} \\
    \tilde{n}_{I}, & \text{if } i \neq \hat{i}_{Q}
\end{array} \right. \quad (6) \]

\[ \tilde{y}_{Q,i} = \sum_{k=1}^{K} c_{i,k} y_{Q,k} = \sum_{k=1}^{K} c_{i,k} (s_{Q} c_{i_k, h} + n_{Q,k}) \]

\[ = \left\{ \begin{array}{ll}
    s_{Q} h_{i} E_{c} + \tilde{n}_{Q}, & \text{if } i = \hat{i}_{3} \\
    \tilde{n}_{Q}, & \text{if } i \neq \hat{i}_{3}
\end{array} \right. \quad (7) \]

where \( E_{c} \) is the average energy transmitted per spreading code and is expressed as \( E_{c} = \frac{1}{\sqrt{K}} \sum_{k=1}^{K} c_{i,k}^{2} \). Also, \( \tilde{n}_{I} = \sum_{k=1}^{K} c_{i,k} n_{I,k} \) and \( \tilde{n}_{Q} = \sum_{k=1}^{K} c_{i,k} n_{Q,k} \) are the correlated AWGN terms multiplied by the Walsh Hadamard code. It can be shown from (6) and (7) that the mean of \( \tilde{y}_{I,i} \) is \( s_{Q} h_{i} E_{c} \) while \( i = \hat{i}_{Q} \) or 0 while \( i \neq \hat{i}_{Q} \), and the mean of \( \tilde{y}_{Q,i} \) is \( s_{Q} h_{i} E_{c} \) while \( i = \hat{i}_{3} \) or 0 while \( i \neq \hat{i}_{3} \). Additionally, the variances can be written as:

\[ \sigma_{\tilde{y}_{I,i}}^{2} = \sigma_{\tilde{y}_{Q,i}}^{2} = E_{c} N_{0}. \]

When despreading operation is performed through all despreader for both of the \( I \) and \( Q \) components, the resulting vector set at the receiver can be expressed with the help of (5) as follows:

\[ \mathcal{Y}_{I} = \{ \tilde{y}_{I,1}, \tilde{y}_{I,2}, \ldots, \tilde{y}_{I,2^{l}} \} \]

\[ \mathcal{Y}_{Q} = \{ \tilde{y}_{Q,1}, \tilde{y}_{Q,2}, \ldots, \tilde{y}_{Q,2^{l}} \}. \]

To estimate the indices of the spreading codes for \( I \) and \( Q \) components in the system, first, the squared norm of the vectors \( \{| |\tilde{y}_{I,i}| |^{2}\}_{i=1}^{2^{l}} \) in the set of \( \mathcal{Y}_{I} \) and \( \{| |\tilde{y}_{Q,i}| |^{2}\}_{i=1}^{2^{l}} \) in the set of \( \mathcal{Y}_{Q} \) are taken, and then, the indices of the maximum elements in the set are determined. Since the Walsh Hadamard codes are orthogonal to each other, i.e., \( \sum_{k=1}^{K} c_{i,k} c_{j,k} = \begin{cases} 1, & \text{if } i = j \\ 0, & \text{if } i \neq j \end{cases} \), the largest-valued element of the normed vector is also equal to the element over the same indices. From this point forth, the indices of the maximum elements of the normed vector sets can be determined as follows:

\[ \hat{i}_{Q} = \arg \max_{i} \left\{ | |\tilde{y}_{I,i}| |^{2} \right\} \]

\[ \hat{i}_{3} = \arg \max_{i} \left\{ | |\tilde{y}_{Q,i}| |^{2} \right\}. \]

Once \( \hat{i}_{Q} \) and \( \hat{i}_{3} \) are obtained by the spreading code index detectors, the maximum likelihood (ML)-based SM detector will consider all of the combinations of the \( (\hat{l}, \hat{s}) \) over the despread signals \( \tilde{y}_{I,i} \) and \( \tilde{y}_{Q,i} \) associated with the \( (\hat{i}_{Q}, \hat{i}_{3}) \) indices to obtain the estimations of \( \hat{l} \) and \( \hat{s} \). Thus, the ML estimates of the \( (\hat{l}, \hat{s}) \) parameters for both of the \( I \) and \( Q \) components of the GCIM-SM system can be expressed as follows:

\[ \hat{l}, \hat{s} = \arg \min_{l,s} \left\{ | |\tilde{y}_{I,i} + j\tilde{y}_{Q,i}| |^{2} - E_{c} \delta_{l} \right\} \]

\[ = \arg \min_{l,s} \left\{ | |\xi_{l}| |^{2} - 2 \text{Re} \left\{ \tilde{y}_{I,i} + j\tilde{y}_{Q,i} H_{l} \right\} \right\} \]

\[ = \arg \min_{l,s} \left\{ | |\xi_{l}| |^{2} - 2 \text{Re} \left\{ \tilde{y}_{I,i} + j\tilde{y}_{Q,i} H_{l} \right\} \right\} \quad (12) \]

where \( \xi_{l} = E_{c} s_{Q} \delta_{l} \).

Finally, with the bit-back matching technique using the detected \( (\hat{i}_{Q}, \hat{i}_{3}, \hat{l}, \hat{s}) \) values, the originally transmitted bit sequence \( \tilde{b} \) is reconstructed at the receiver with the help of demapper as shown at the receiver of the GCIM-SM system.

III. PERFORMANCE ANALYSIS OF THE GCIM-SM SYSTEM

In this section, BER, throughput, data rate, and energy efficiency analyses of the GCIM-SM system are evaluated and compared with the SM, QSM, CIM-SS, and conventional DS-SS techniques.

A. BER Analysis of the GCIM-SM System

As shown in the structure of GCIM-SM, and also previously mentioned, the incoming binary information data bits are divided into three parts. Therefore, the total BER expression of the considered system, which is defined as \( P_{\text{GCIM-SM}} \), can be expressed as a function of the bit error probability (BEP) of two error events. That is to say, the total BER occurring at the receiver is the sum of the BER of the spreading code indices’ mapped bits (\( P_{1} \)) and the BER of the active antenna indices and modulated bits (\( P_{2} \)). Consequently, the average BER for the GCIM-SM system can be defined as follows:

\[ P_{\text{GCIM-SM}} = \frac{2L}{p} P_{1} + \frac{p_{1} + p_{2}}{p} P_{2}. \]

The error events \( P_{1} \) and \( P_{2} \) depend on the \( I \) and \( Q \) components’ average probability of erroneous spreading code indices detection \( P_{i}^{I} \) and \( P_{i}^{Q} \). Therefore, the correct reception of SM modulated symbols relies on the correct detection of the spreading code indices at the receiver side of Fig 1. In the GCIM-SM system, two different types of errors may occur. In the first case, \( i_{Q} \) and \( i_{3} \) are correctly detected (i.e., there is no error in the code indices’ mapped bits), but the SM detector makes incorrect decisions. In the second case, \( i_{Q} \) and \( i_{3} \) are detected incorrectly, and therefore, the SM detector attempts to detect bits based on the output of the incorrectly selected despreader (i.e., \( \tilde{y}_{Q,\hat{i}_{Q},\hat{i}_{3}} \)). In this case, since the receiver has no chance of making a correct decision, the probability of bit error is straightforwardly equal to 0.5. Consequently, the BER expression for antenna indices and modulated bits can be expressed as follows:

\[ P_{2} = P_{\text{SM}} (1 - P_{c}) + \frac{1}{2} P_{c} \]

where \( P_{\text{SM}} \) is the BER for the SM detector and \( P_{c} = \frac{1}{2} P_{i}^{I} + \frac{1}{2} P_{i}^{Q} \).

The BEP expression of the spreading code indices’ mapped bits \( P_{1} \) can be defined by the following two values: \( P_{c} \) and \( L \). If the pair of code indices \( (\hat{i}_{Q}, \hat{i}_{3}) \) is erroneously estimated, the combination of original spreading code mapping bits will be erroneously detected. Therefore, each erroneous combination will result in the detection of a different number of erroneous bits compared to original spreading code mapping bits. Consequently, after some intermediate steps, the BER for spreading code indices’ bits \( P_{1} \) can be expressed as follows:

\[ P_{1} = \frac{P_{c}}{L}. \]

(15)
B. Average Probability of Erroneous Code-Index Detection

As depicted in the I and Q channels’ code index detectors of the receiver of the GCIM-SM system and also can be seen from (10) and (11); since \( P_c \) is a function of \( P_{c_i}^{10} \) and \( P_{c_i}^{25} \), \( P_{c_i}^{10} \) and \( P_{c_i}^{25} \) should be determined first.

The probability of the \( P_{c_i}^{10} \) or \( P_{c_i}^{25} \) can be defined as the probability that the element with the largest norm value (i.e., \( ||\tilde{Y}_{I,i}||^2 \) or \( ||\tilde{Y}_{Q,i}||^2 \)) is less than the minimum norm value in the \( \gamma_l \) or \( \gamma_Q \) sets. Therefore, the probabilities \( P_{c_i}^{10} \) and \( P_{c_i}^{25} \) conditioned on the spreading code and channel coefficients for equiprobable transmitted spreading codes can be defined as

\[
P_{c_i}^{10} = Pr \left( ||\tilde{Y}_{I,i}||^2 < \min_{i \in \{1, 2, \ldots, 2^L\}, i \neq i_R} \left( ||\tilde{Y}_{I,i}||^2 \right), c_i \right)
\]

\[
P_{c_i}^{25} = Pr \left( ||\tilde{Y}_{Q,i}||^2 < \min_{i \in \{1, 2, \ldots, 2^L\}, i \neq i_3} \left( ||\tilde{Y}_{Q,i}||^2 \right), c_i \right)
\]

where \( \tilde{Y}_{I,i} = E_c s_{\beta_i} h_{\beta_i} + \tilde{n}_{I,i}, \tilde{Y}_{Q,i} = E_c s_{\beta_i} h_{\beta_i} + \tilde{n}_{Q,i} \), and \( \tilde{Y}_{I,i} = \tilde{n}_{I,i} \) with \( i \neq i_R \) and CCSD while \( i \neq i_R \) with even \( N_F \)-degrees of freedom (DoF) [28].

Finally, to obtain \( P_c \) for the GCIM-SM scheme, the order statistics theory is used to derive I and Q spreading code index probabilities. For this purpose, let \( \Psi \) be two RVs and defined as follows:

\[
\Psi = ||\tilde{Y}_{I,i}||^2
\]

where \( \Psi_i = \frac{||\tilde{Y}_{I,i}||^2}{||\tilde{Y}_{I,i}||^2} \). When (18) is taken into account, the RV of \( \Psi_i \) follows CCSD while \( \Psi \) has the non-CCSD. The probability density function (pdf) of \( \Psi \) and cumulative distribution function of \( \Psi \) with even \( N_F \)-DoF non-CCSD are, respectively, expressed by [28, (2.3-29, 2.3-24)]

\[
f_\Psi (\psi) = \frac{1}{2\psi} \left( \frac{\psi - \psi_{\text{min}}}{2\psi} \right)^{\frac{N_F-3}{2} - 1} e^{-\frac{\psi^2}{4\psi}} I_{N_F-1} \left( \frac{\mu_{\psi}}{2\psi} \right) \psi > 0
\]

\[
F_{N_F=2z} (u_i) = 1 - e^{-\frac{u_i}{2\psi_i}} \sum_{m=0}^{z-1} \left( \frac{u_i}{2\psi_i} \right)^m, \quad \psi_i > 0 \quad (20)
\]

where \( I_{\beta} (y) = \sum_{n=-\infty}^{\infty} \frac{(y/2)^{\beta+n}}{\Gamma(\beta+n+1)}, \quad y \geq 0 \) is the modified Bessel function of the first kind and order \( \beta \) [28, (2.3-31)], where \( \Gamma(x) \) is the gamma function expressed as \( \Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt \) [28, (2.3-22)].

\[
\mu_{\psi} = \sqrt{\sum_{n=0}^{N_F} |E_c s_{\beta_i} h_{\beta_i}|^2} [28, (2.3-30)], \quad \sigma_{\psi}^2 = 2N_F (E_c N_0) [28, (2.3-25)] \text{ and } \sigma_{\psi}^2 = 2N_F (E_c N_0) + 4E_c N_0 \mu_{\psi}^2 [28, (2.3-40)].
\]

As a result, the probability of \( \Psi < \gamma \) can be written with the aid of order statistics as

\[
Pr (\Psi < \gamma) = \int_0^\gamma f_\Psi (\psi) d\psi = \int_0^\gamma \prod_{i=1}^{2^L-1} Pr (\Psi < \gamma_i) f_\Psi (\psi) d\psi. \quad (21)
\]

By using (21), the probability of erroneous code indices’ detection \( P_{c_i}^{10} \) can be expressed as

\[
P_{c_i}^{10} = \frac{1}{2\psi_{\gamma_f}} \int_0^{\psi_{\gamma_f}} e^{-\frac{u}{2\psi_i}} \sum_{m=0}^{z-1} \left( \frac{v_i}{2\psi_i} \right)^m \frac{\mu_{\psi}^2}{\sigma_{\psi}^2} \psi (2L-1) \psi_{\gamma_f}. \quad (22)
\]

Moreover, when (22) is considered carefully, it is seen that \( P_{c_i}^{10} \) is still dependent on the RV of \( \mu_{\psi} \) due to the Rayleigh fading channel gain. Thus, to obtain \( P_c \), \( P_{c_i}^{10} \) should be integrated over pdf of the \( \mu_{\psi} \). For this reason, let \( \chi_r = \sum_{\beta_i} h_{\beta_i} E_c \) be an RV. The mean and variance of \( \chi_r \) are zero and \( \sigma_{\chi_r}^2 = (s_{c_{\beta_i}} E_c)^2 \sigma_{\psi}^2 \). Since \( \mu_{\psi} = \sqrt{\sum_{n=0}^{N_F} \chi_r^2} \), the pdf of \( \mu_{\psi} \) has a generalized Rayleigh distribution with the pdf of

\[
f (\mu_{\psi}^2) = \frac{\mu_{\psi}^{N_F-1}}{2\psi_{\gamma_f}} \sigma_{\psi}^2 I_{N_F-1} \left( \frac{\mu_{\psi}}{2\psi} \right) e^{-\mu_{\psi}^2/2\psi_{\gamma_f}^2}, \quad \mu_{\psi} > 0 \quad [28, (2.3-52)].
\]

Eventually, the average probability of erroneous code-index detection of the GCIM-SM scheme can be given as follows: [28, (2.3-52)]

\[
P_c = \int_0^\infty P_{c_i}^{10} f_\mu (\mu_{\psi}) d\mu_{\psi}. \quad (23)
\]

The integration of \( P_c \) expression can be easily obtained with the software that can do numerical integration, such as Mathematica and MATLAB.

C. Probability of Bit Error of Active Antenna Indices and Modulated Bits

The BEP analysis of the active antenna indices’ and the modulated bits’ error event for the GCIM-SM scheme \( P_2 \), which is previously given in (14), will be performed in this section. The probability of erroneous code indices’ detection \( P_c \) in (14) was derived in (23). Therefore, in order to calculate \( P_2 \), the average BEP for \( P_{c_i} \) must be calculated. Accordingly, using the well-known union bounding technique as in [28], the expression of \( P_{c_i} \) can be given as follows [29]:

\[
P_{c_i} \leq \frac{1}{2p} \sum_{i=1}^{2^6} \sum_{i=1}^{2^6} P_{c_i} (\xi_i \rightarrow \xi_j) N(i, j) \frac{N(i, j)}{p} \quad (24)
\]

where \( \bar{p} = p_1 + p_2 \) is the number of bits transmitted in active antenna indices and modulated symbols, \( N(i, j) \) is expressed as the number of bit errors associated with the corresponding pairwise error event, and \( P_{c_i} (\xi_i \rightarrow \xi_j) \) is the average pairwise
error probability, which can be expressed as

$$P_e (\xi_i \rightarrow \xi_j) = U_\alpha^{N_R-1} \sum_{r=0}^{N_R-1} \binom{N_R - 1 + r}{r} [1 - U_\alpha]^r$$ (25)

where $U_\alpha = \frac{1}{2} \left(1 - \sqrt{\sigma_\alpha^2 + \sigma_z^2}\right)$. Here, $\sigma_\alpha^2$ is given by [29]

$$\sigma_\alpha^2 = \begin{cases} \frac{E_{\text{sd}}}{N_0} \sigma_\xi^2 (|\delta_1|^2 + |\delta_2|^2) & \text{if } \hat{h}_t \neq \hat{h}_r \\ \frac{E_{\text{sd}}}{N_0} \sigma_\delta^2 (|\delta_1 - \delta_2|^2) & \text{if } \hat{h}_t = \hat{h}_r \end{cases}$$ (26)

Consequently, by substituting (24), (23), (15), and (14) into (13), we obtain the analytical average total probability of the error for the GCIM-SM system.

IV. ENERGY EFFICIENCY, THROUGHPUT, AND DATA RATE ANALYSIS

In this section, we have conducted energy efficiency, throughput, and data rate analyses for the GCIM-SM scheme. First, the percentage of energy saving obtained through the extra bits, which are conveyed as a result of using the spreading codes and the active antenna indices is examined. Thereafter, we discuss the throughput and data rate analysis for the GCIM-SM system.

A. Energy Efficiency Analysis

In the GCIM-SM transmission scheme, $p_2$ bits are conveyed over directly by the modulated symbol, $2L$ and $p_1$ bits are transmitted through the spreading code indices and the active antenna indices, respectively. Hence, $p_1 + 2L$ bits transmission energy is not directly consumed by the system but it is carried with the spreading code and active antenna indices. As a result, according to the GCIM-SM scheme, the percentage of energy-saving ($E_{\text{sav}}$) per $p$ bits can be written as follows:

$$E_{\text{sav}} = \left(1 - \frac{p_2}{p}\right) E_b$$

where $E_b$ is the bit energy, which is defined as $E_{\text{sd}}$. In Table I, the percentage of energy-saving comparisons compared to DS-SS, SM, QSM, and CIM-SS techniques for various $N_R$, $M$, and $L$ values are presented. For instance, when the number of bits transmitted at the same time period is selected as $p = 12$, $E_{\text{sav}}$ of the GCIM-SM system compared to the DS-SS, SM, QSM, and CIM-SS systems is 87.5%, 66.66%, 50%, and 16.16%, respectively. Considering Table I, it is seen that the GCIM-SM system is reasonably energy efficiency scheme compared to DS-SS, SM, QSM, and CIM-SS systems.

<table>
<thead>
<tr>
<th>$N_R$</th>
<th>$M$</th>
<th>$L$</th>
<th>DS-SS</th>
<th>SM</th>
<th>QSM</th>
<th>CIM-SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>83.33%</td>
<td>72.72%</td>
<td>63.63%</td>
<td>9.09%</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>87.5%</td>
<td>66.66%</td>
<td>50%</td>
<td>16.66%</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>5</td>
<td>81.25%</td>
<td>62.5%</td>
<td>43.75%</td>
<td>18.75%</td>
</tr>
</tbody>
</table>

TABLE I
ENERGY-SAVING COMPARISONS OF GCIM-SM SCHEME IN PERCENTAGE COMPARED TO DS-SS, SM, QSM, AND CIM-SS SYSTEMS ($E_{\text{sav}}$ %)

TABLE II
DATA RATE COMPARISONS (BITS PER $T_s$)

<table>
<thead>
<tr>
<th>$N_R$</th>
<th>$M$</th>
<th>$L$</th>
<th>GCIM-SM</th>
<th>DS-SS</th>
<th>SM</th>
<th>QSM</th>
<th>CIM-SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>3</td>
<td>9</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>5</td>
<td>16</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>13</td>
</tr>
</tbody>
</table>

B. System Complexity Analysis

The complexity of the GCIM-SM scheme can be calculated by the number of operations required to perform the transmission. At the transmitter side and the receiver side, two spreading operations $(2K)$ are performed to transmit one modulated symbol for IQ-channel and $(N_R + 1)$ complex operations for each $\theta_i$ and $\gamma_i$, and $8N_R2^p$ reel multiplications (RMs) for the SM to search ML over $p$-dimensional space diagram of (12) [29]. Consequently, the overall complexity can be expressed as $O_{\text{GCIM-SM}} = 2K + 16K2^{l}(N_R + 1) + 8N_R2^p$. Similarly, the complexity of CIM-QSM and SM are $O_{\text{GCIM-QSM}} = 2K + 16K2^{l}(N_R + 1) + 8N_R2^p + p_1$ and $8N_R2^p$ RM’s, where $p_1$ is $p_1 = p_2$ [29]. However, to transmit $p$ bits, the total system complexity of the SM technique is $O_{\text{SM}}(1 + \frac{2l}{p_1 + p_2})$.

C. Throughput and Data Rate

The throughput of a communication system is usually expressed as the number of correct bits that a unit has obtained per unit time. Thus, the throughput of GCIM-SM scheme can be given as follows [30]:

$$R_t = \frac{(1 - P_{\text{GCIM-SM}})}{T_s} p$$ (28)

where $(1 - P_{\text{GCIM-SM}})$ is the probability of the correct bits received throughout the symbol duration $T_s$. Since DS-SS, SM, QSM, and CIM-SM techniques have the same $T_s$ symbol duration, the throughput comparisons can be done fairly. In Table II, data rate comparisons for various $N_R$, $M$, and $L$ values are presented. For instance, during the same symbol duration $T_s$ and while $N_R = 4$, $M = 4$, and $L = 4$, the GCIM-SM system transmits $12$ b, whereas the DS-SS, SM, QSM, and CIM-SM schemes transmit $2$, $4$, $6$, and $10$ b, respectively.

V. SIMULATION RESULTS AND DISCUSSION

In this section, computer simulation results are presented and compared in the presence of Rayleigh fading channels for GCIM-SM, CIM-SM, DS-SS (with $M$-PSK/QAM), QSM, and SM techniques. In the receiver of the GCIM-SM system, initially, the spreading code indices of the I- and Q-component from the received signal are obtained by the correlators. Afterward, the ML detector is used to estimate the transmitted symbols and indices. The SNR used in the simulations herein is defined as $\text{SNR (dB)} = 10 \log_{10}(E_s/N_0)$, where $E_s = \sum_{k=1}^{K} |c_{i,k}/\sqrt{K}|^2$ is the average symbol energy. For the performance comparisons, $K$ is chosen as $32$ for Figs. 2–4, whereas $K = 64$ for Figs. 5 and 6.

In Figs. 2 and 3, BER performance curves of GCIM-SM, CIM-SM, DS-SS, QSM, SM, and DS-SS techniques for $p = 9$ b are presented when $N_R = 1$ and $N_R = 4$, respectively. For Figs. 2
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and 3, the GCIM-SM technique transmits 9 b by 1 b with antenna index, 6 b with spreading code index, 2 b with 4-QAM symbol through \( I \) and \( Q \) components. The SM scheme carries 9 b: 4 b with antenna indices and 5 b with a 32-QAM symbol. The QSM technique carries 9 b: In the first scenario, 4 b with antenna indices and 5 b with a 32-QAM symbol, in the second scenario, 6 b with antenna indices and 3 b with an 8-QAM symbol. In the CIM-SS technique, 6 b are transmitted in spreading code indices and 3 b are transmitted with 8-QAM modulation. In the DS-SS technique, all 9 b are carried on a 512-PSK/QAM modulated symbol. For BER results given in Fig. 2, SNR differences between GCIM-SM and CIM-SS with 8-QAM, DS-SS with 512-QAM, SM with 512-PSK, and QSM with 32-QAM techniques at 9 b are 2.7, 10, 17.7, 25, and 30 dB, respectively. Note that, CIM-SS with 8-PSK and 8-QAM have almost similar BER performance curves. The reason for this can be explained by the fact that the number of antennas in the receiver is insufficient (\( N_R = 1 \)). In other respects, when Fig. 3, is considered, it can straightforwardly be seen that the GCIM-SM system provides 3.6, 4.7, 6.5, and 14.6 dB SNR gains, respectively, against QSM with \( N_T = 8 \) and \( M = 8 \) SM, QSM with \( N_T = 4 \) and \( M = 32 \), and DS-SS with 512-QAM techniques.

In Fig. 4, BER performance curves of GCIM-SM, CIM-QSM, CIM-SS, QSM, SM, and DS-SS for \( p = 12 \) b are presented when \( N_R = 4 \). In this figure, \( n_C \) is the number of spreading codes for CIM-QSM. From Fig. 4, it can be seen that the GCIM-SM system provides 5.7, 7.7, and 9.7 dB SNR gains, respectively, against QSM with \( N_T = 16 \) and \( M = 16 \), SM, QSM with \( N_T = 8 \) and \( M = 64 \) techniques.

In Fig. 5, the average BER performance of the GCIM-SM system against number of mapped bits of spreading code indices (\( 2L = 4, 6, 8, 10, 12 \)) and number of modulated symbol bits (\( p_2 = 2, 3, 4, 5, 6 \)) for \( N_T = 4 \) is depicted. In a similar manner, the average BER performance of the GCIM-SM system against number of mapped bits of spreading code indices (\( 2L = 4, 6, 8, 10, 12 \)) and number of active antenna indices bits (\( p_1 = 2, 3, 4, 5, 6 \)) for \( N_T = 15 \) dB and \( N_T = 4 \) is depicted. When the average BER performance curves in Figs. 5 and 6 are considered, different data-rate performances are presented where the number of transmitted bits of the GCIM-SM system varies from \( p = 8 \) b to \( p = 20 \) b. Considering Figs. 5 and 6, it is seen that the performance of the system has deteriorated as a result of the increase of \( L \) and \( M \). However, for the same
and SNR equals 15 dB. The performance of the GCIM-SM technique is shown in Fig. 6.

![Fig. 6. BER performance curves of the GCIM-SM technique when \( M = 4 \) and SNR equals 15 dB.](image)

Consequently, it can be seen from Figs. 2 to 4 that the GCIM-SM technique has a significant amount of SNR gain for the same number of bits per symbol and when \( N_R = 1 \) and \( N_R = 4 \) compared to the above-mentioned techniques.

VI. CONCLUSION

In this article, the GCIM-SM system, which has a high spectrum and energy efficiency, high data-rate, and better error performance compared to the popular DS-SS, CIM-SS, SM, and QSM techniques, has been introduced. The GCIM-SM system is obtained by combining the CIM and SM techniques and is a generalized form of the system we proposed in [23]. In the GCIM-SM system, not only SMs active antenna indices carry information in the spatial domain but also the spreading code indices. Thus, high data-rate, high spectrum, and energy efficiency have been achieved with very little hardware costs. Our computer simulations show that the GCIM-SM system performs data transmission at higher data-rates, consumes less transmission energy, and performs better than DS-SS, CIM-SS, SM, and QSM techniques.
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