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Abstract—Virtual Multiple-Input Single-Output (MISO) is recently proposed to extend the benefits of transmitter space diversity to networks in which the deployment of antenna arrays on individual nodes is infeasible from a practical point of view. Ad-hoc and sensor networks are examples of these type of networks. In these scenarios, nodes equipped with single antenna can cooperatively transmit to emulate an antenna array. However, cooperative transmissions require knowledge of the channel state either at the transmitter side or the receiver side in order to achieve full performance gains. Several solutions are proposed in the literature under these assumptions, but at the expense of increased overhead and energy consumption. In this paper, the array gain at the receiver from the non-coherent combining of the signals from multiple transmitters is analyzed in statistical sense, under the assumption that the channel knowledge is unavailable. The transmitters are assumed to be randomly spread over a circular region. More specifically, exact or very accurate closed-form expressions for the expectation and variance of the array gain are obtained, and then a complete statistical distribution is postulated and validated by means of heuristic procedures, goodness-of-fit tests and specialized software. The results obtained in this paper can be especially useful for the implementation of two-tiered wide area sensor networks.
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I. INTRODUCTION

SPACE diversity techniques have gained considerable importance in wireless systems due to their benefits in terms of spectral efficiency and performance. In essence, space diversity techniques exploit the availability of independent signal paths due to multiple antennas at the transmitter and/or receiver sides of the communication channel. Among the performance benefits, the use of multiple independently fading signal paths leads to a considerable reduction in the average number of outage events. This is because the probability that these paths experience deep fades simultaneously (outage probability) becomes very small. Also, a substantial improvement in the slope of the average error probability as a function of the average signal-to-noise ratio (SNR) is achieved. These enhancements are captured through the concept of diversity gain. Another performance measure is the array gain, which is equal to the SNR increase that is obtained from transmitter and/or receiver diversity compared to the SNR that would be obtained with just a single antenna at both sides of the communication channel. Both array and diversity gains are associated with the simultaneous transmission of the same data stream over the independent paths. However, in the case that both the transmitter and receiver sides have multiple antennas, an alternative form of exploitation is obtained by decomposing the resulting Multiple-Input Multiple-Output (MIMO) channel into a number of parallel channels over which independent data streams can be multiplexed. In this case, the multiplexing gain measures the increase in data rate and spectral efficiency with regard to a system based on single antennas at both sides. [1] provides a detailed analysis of space diversity and MIMO systems.

Despite the above benefits, direct application of space diversity techniques to some systems, like ad-hoc and sensor networks, becomes infeasible from both the practical and economical points of view. This is due to the fact that these techniques require complex transceiver circuitry and large amount of signal processing power, which exceed the capabilities of low-powered nodes. Moreover, their limited size does not allow for accommodating antenna arrays. Hence, the implementation of space diversity in wireless ad-hoc and sensor networks relies on the ability of nodes to cooperate (cooperative diversity). Essentially, in these scenarios a virtual antenna array can be made of the single-antenna nodes via local information exchanges. This paper deals with the special case of Cooperative MISO (C-MISO), by considering a circular cluster of arbitrarily large number of randomly-deployed nodes transmitting to a remote (target) destination. The focus is on the array gain, and thus the form of cooperation assumed in this paper is based on pure message replication, which means that the transmitters send the same replica of a message at a time, but with the attenuation and phase differences caused by the diversity of paths. It is well-known that the maximization of the array gain can only be achieved by coherently combining the signals at the target receiver, fact that requires knowledge of channel state at the transmitter side. In this way, every node can conveniently weight the signal to be transmitted so that all received signals have about the same power and are superposed in phase (synchronized). However, again this requirement is not suitable for systems like ad-hoc and sensor networks, which rely on low-powered low-cost devices. This leads to the main goal of this paper, which is to demonstrate that the absence of channel state information (CSI) as well as the randomness of locations, do not preclude from obtaining a significant array gain from a set of cooperative transmitters. In other words, in this paper it is assumed that signals from...
transmitters randomly deployed within a cluster, are directly added up without any preprocessing or preconditioning. To the best of our knowledge, this is the first work attempting to analyze the effects on array gain of the non-coherent combination of signals from multiple randomly-deployed transmitters over a circular cluster. Moreover, since transmitter locations are random, and signals are not previously weighted or compensated, the resulting array gain is also random. Thus, more specifically, the theoretical goal of this paper is to provide a complete statistical characterization of the array gain under the aforementioned conditions. In particular, exact or very accurate closed-form expressions are obtained for the expectation and variance of the array gain. Then, a complete characterization of its statistical distribution is first postulated and then validated by means of specialized software and goodness-of-fit tests.

From a more practical point of view, the results obtained in this paper can be applied to the class of sensor networks called time-driven. In time-driven sensor networks, communication is triggered by nodes, which periodically report sensed data to the base station. Typically, these networks are deployed in a structured manner, either by locating nodes at strategic sampling positions, or according to some regular pattern. Sensed data are typically routed through multi-hop predetermined paths that form a data-gathering tree rooted at the base station. Because the selection of strategic locations is driven by application requirements or because the monitored variables exhibit low spatial variability, the resulting deployment may be sparse, with large inter-node distances that exceed the transmission range of single nodes. Thus, the implementation of such Wide Area Sensor Networks (WASN) may be enhanced by deploying clusters instead of single nodes at selected locations and using the cooperative scheme proposed in this paper. Note that sensor nodes constitute a relevant example of low-cost transmitters with limited capabilities, for which knowledge of channel state would not only be impractical, but also energy-consuming: the dynamics of the wireless channel would require periodic refreshment of channel state information. So, the improved array gain that can be obtained from the proposed scheme would contribute to increase the transmission range of a given transmission power, or to reduce transmission power for a given transmission range. This, in turn, would allow for the implementation of WASN with no need to rely on other access technologies, like xG.

The rest of this paper is organized as follows. Section II describes the related work. In Section III, an aggregate propagation model for cooperative transmitters is developed. In Section IV, exact or accurate closed-form expressions for the mean, variance and squared coefficient of variation of the array gain are obtained. In Section V, simulation results validating the theoretical expressions are provided. In Section VI the statistical distribution of the array gain is characterized and proposed solutions are validated for the special case of no shadowing. Then, Section VII deals with the implications of the results on cluster dimensioning for large-scale two-tiered sensor networks. Finally, in Section VIII, the main conclusions and further research issues are drawn.

II. RELATED WORK

One of the pioneering works in the application of MIMO techniques to sensor networks is [2], which focuses on the analysis of energy efficiency and delay of cooperative MIMO. The analysis includes the local energy costs necessary for joint packet transmission and reception, and considers an arbitrary number of nodes at both the transmitter and the receiver sides. However, for simplicity, results are only provided for Alamouti schemes with at most two transmit and two receive antennas. A subsequent work is [3], which considers some additional overheads as well as the impact of the channel path loss parameter in the evaluation of energy consumption. As in [2], the analysis covers multiple cooperation nodes at both transmitter and receiver sides, but again results are only provided for 2 x 1 and 2 x 2 Alamouti-based schemes. Another interesting contribution is [4], which analyzes the increase in spectral efficiency that can be achieved with channel state information at the transmitter (CSIT), an assumption that was precluded in previous works based on Alamouti schemes and space-time block codes (STBC). This assumption is also adopted in [5], which analyzes the performance of collaborative beamforming using the theory of random arrays. In this case, CSIT takes the form of phase knowledge, which can be achieved via synchronization of each transmitter node to a beacon sent from the destination node (closed-loop scenario) or via acquisition of (relative) transmitter location information from the beacon of a nearby reference point (open-loop scenario). In any case, nodes within a cluster can collaboratively transmit in such a way that their signals are coherently added in the target direction. Given the random deployment of nodes, the achievable performance is analyzed in statistical sense, and as a result the probability distribution of the far-field beampattern of a randomly generated phased array is obtained. This result can also be viewed as an extension of the theory of linear random arrays [6] to random arrays on a disk. The work presented in [7] also deals with collaborative beamforming, but the analysis focuses on the energy overhead necessary to adjust the phases of the transmitter signals so that they constructively interfere at the receiver. More specifically, the paper investigates the net energy benefits of collaborative beamforming as a function of the number of participant nodes and the size of data to be transmitted.

Basically, the works described so far focus on the physical layer aspects of cooperative MISO. However, other works address the design of upper layer protocols that allow the implementation of cooperative MISO exploiting its benefits. For instance, the work presented in [8] considers a sensor network following a two-tiered architecture, which is constructed by grouping nodes in collaborative sets or clusters attending to proximity. Its main focus is on the development of a scheduled protocol that governs inter-cluster and intra-cluster information exchanges, via the so-called inter-cluster and intra-cluster slots, respectively. It assumes MIMO transmissions based on the extension of Alamouti schemes to STBC for more than two transmit antennas, and the corresponding analysis provides results in terms of probability of outage, diversity gain and energy efficiency. [9] proposes a new cooperative low power
listening (LPL) MAC protocol, which combines redundant control packets and one of two cooperative schemes different from STBC: optimal beamforming (BF) and spatial multiplexing (SM). As packet redundancy ensures higher reliability (in terms of retransmission probability), the cooperative schemes allow for energy savings. Both retransmission probability and energy savings are characterized via analytical models, and it is concluded that the new protocol with optimal BF and the number of cooperative transmitters set to 2 represents the most promising solution in terms of energy consumption. An additional set of works go beyond the MAC layer. Particularly, the authors of [10] propose a cross-layer framework for exploiting virtual MISO links in ad hoc networks. The approach spans the physical, MAC and routing layers and provides a significant improvement of the end to end performance in terms of throughput and delay, as well as robustness to mobility and interference-induced link failures. In this context, another contribution proposes Cooperative Source Routing protocol to convert physical layer gain into network level performance improvement [11].

These precedent works rely on the assumption of state channel knowledge at least at the receiver, which inevitably introduces extra signaling and energy consumption. Given the importance of reducing these overheads in wireless sensor networks, this paper considers the case with no form of channel knowledge. Hence, the main focus is on the statistical distribution of the array gain for cooperative MISO with no CSI is derived, based on the theoretical considerations and multiple sets of simulation results. Exact or accurate closed-form expressions for the mean and variance of the array gain are obtained.

Unlike previous works, the intra-cluster distances between multiple transmitters, which lead to time-shifts between the corresponding signals, are not neglected, and their influence on the amplitude and phase of the received signal is analyzed.

A criterion for cluster dimensioning is provided on the basis of statistical guarantees for the array gain. This can be especially useful for large-scale sensor networks, as the enhanced array gain will allow for larger distances between sampling locations.

As we know, this is the first work attempting to derive statistical information about the non-coherent aggregation of signals from arbitrarily large number of randomly-located transmitters.

III. AGGREGATE PATH-LOSS MODEL

In this section, an aggregate path-loss and shadowing model for a set of randomly-deployed cooperative transmitters is constructed. The objective is to obtain an expression for the power of the received signal resulting from superposition of multiple individual transmissions at a generic target destination. However, before addressing this issue, the main features of the system under consideration are set up and a statistical characterization of the distance to the destination is provided.

A. System Model

The system under consideration is a circular cluster of radius \( R \) with \( N \) randomly-deployed transmitters and a target, located at a distance \( D \) from the center of the cluster (see Fig. 1). The nodes within the cluster cooperatively transmit by emulating the antenna array of a real MISO scheme. The target may correspond to the cluster head of the next-hop cluster or to the base station. All transmitter nodes and the receiver are assumed to be static. The details of the intra-cluster protocol that governs local information exchanges, as well as possible cluster head rotation are out of the scope of this paper. Adopted assumptions follow:

- As the paper focuses on the array gain, small-scale propagation effects, namely fading, will be ignored. This is in agreement with [1], where the array gain is defined as the increase in average signal-to-noise ratio due to cooperation in absence of fading, which means that only large-scale propagation effects, namely path-loss and shadowing are considered.

- In the construction of the aggregate path-loss and shadowing model, it will be assumed that inter-cluster distances are substantially larger than intra-cluster ones. This is typical for the sparse two-tiered topologies arising in wide area sensor networks. According to Fig. 1, \( D >> R \). Moreover, \( R \) cannot be too large in order to limit the transmission costs of intra-cluster communications and to avoid excessive ISI (Inter-symbol Interference) at the receiver. Typically, this means that \( R \) is in the order of a few tens of meters, whereas \( D \) may achieve several hectometers.

- Once nodes within a cluster receive a packet broadcast by the cluster head, they start to transmit simultaneously. The only phase effects considered in the analysis are caused by the diversity of distances between each intra-cluster node and the target. This assumption can be adopted without losing the generality of analysis, as any de-synchronization among nodes can essentially be mapped into the distance diversity already considered in the present work.

B. Characterization of Distance Diversity

The next step in the analysis of the array gain is the statistical characterization of the distance between a randomly deployed node and the target destination. Fig. 2 shows the
reference scheme. Note that, without loss of generality, the origin of the coordinate system (O) is located at the center of the cluster and the target destination (T) on the x-axis. Then, the distance \( d \) between any point \((x, y)\) within the circular cluster and the target destination is given by:

\[
d = d(x, y) = \sqrt{(x - D)^2 + y^2}
\]

Note that \( d \) is a random variable that ranges from \( D - R \) to \( D + R \). In turn, it depends on the two random variables \(x\) and \(y\), whose joint density function \( f(x, y) \) obeys the following:

\[
f(x, y) = \begin{cases} \frac{1}{\pi R^2} & , x^2 + y^2 \leq R^2 \\ 0 & , x^2 + y^2 > R^2 \end{cases}
\]

Accordingly, the cumulative distribution function of \( d \) can be expressed as follows:

\[
F(d) = \int_{S(d)} f(x, y) \, dx \, dy = \frac{1}{\pi R^2} \int_{S(d)} dx \, dy
\]

Here, \( S(d) \) denotes the shadowed region in Fig. 2, that is, the region of points in the cluster that are located at a distance \( d \) or less from the target destination. Obviously, the cumulative distribution is the ratio between such a shadowed region and the area of the circular cluster. Also, note that the shadowed region results from the intersection of two circles: the circle of radius \( R \) centered at O and the circle of radius \( d \) centered at T. Accordingly, a reference point in the analysis is U, which is the upper cross point of the two corresponding circumferences in Fig. 2. Its coordinates \((\bar{x}, \bar{y})\) can be obtained using the well-known circumference equations:

\[
\bar{x} = \bar{x}(d) = \frac{R^2 + D^2 - d^2}{2D}
\]

\[
\bar{y} = \bar{y}(d) = \frac{1}{2D} \sqrt{d^2(2D^2 + 2R^2 - d^2) - (D^2 - R^2)^2}
\]

Correspondingly, the coordinates of the lower cross point L in Fig. 2 are \((\bar{x}, \bar{y})\). In addition, the line segment connecting U and L can be used to define two reference triangles, OUL and TUL, whose areas can be formulated in terms of \(\bar{x}\) and \(\bar{y}\). These areas, along with the areas of the circular sectors TUL and TUL, can be conveniently combined to obtain an exact result for the cumulative distribution function (the details of the geometry-based and other standard calculations have been omitted, as they are not central to the purposes of the paper):

\[
F(d) = \frac{1}{\pi R^2} \left( R^2 \arctan \frac{\bar{y}}{\bar{x}} + d^2 \arctan \frac{\bar{y}}{D - \bar{x}} - D \bar{y} \right), \quad D - R \leq d \leq D + R
\]

Then, by taking the first derivative of (5) and performing numerous manipulations (again omitted), the following exact result for the probability density function \( f(d) \) can be obtained:

\[
f(d) = \frac{2d}{\pi R^2} \arctan \left( \frac{\bar{y}}{D - \bar{x}} \right), \quad D - R \leq d \leq D + R
\]

Recall that \(\bar{x}\) and \(\bar{y}\) are given by (4a) and (4b), respectively. For illustration purposes, expression (6) is plotted in Fig. 3 for different combinations of \(R\) and \(D\). Initially, the radius is increased from 10 to 30 m, while maintaining the ratio \(D/R\). Then, the radius is doubled without varying the distance to the target. All the curves are slightly left-skewed because for \(d = D\), the area of the shadowed region in Fig. 2 is always less than half the circle centered at O. This is more noticeable for relatively small values of \(D/R\), such as the case of \(R = 60m\) and \(D = 300m\). The following lemma provides a general expression for the moments of the distance to the target.

**Lemma 1.** The \(k\)-th moment of the distance to the target destination results from multiplying the distance between the center of the cluster and the target destination \((D)\), raised to the \(k\)-th power, by a factor that only depends on the ratio \(R/D\).

**Proof.** The \(k\)-th moment of the distance to the target destination is defined as follows:

\[
E[d^k] = \int_{D-R}^{D+R} d^k f(d) \, dd
\]

Then, recalling expressions (6), (4a) and (4b), introducing the change of variable \(t = d/R\) in the evaluation of the integral in (7), and defining \(\alpha = R/D\), we can derive the following:

\[
E[d^k] = D^k I_k(\alpha), \quad \text{where}
\]

\[
I_k(\alpha) = \int_{1/\alpha-1}^{1/\alpha+1} \alpha^\beta t^{k-1} g(t, \alpha) \, dt
\]

\[
g(t, \alpha) = \frac{2t^2}{\pi} \arctan \left( \frac{\sqrt{-\alpha^4 t^4 + 2\alpha^2 (\alpha^4 + 1) t^2 - (\alpha^4 - 2\alpha^2 + 1)}}{\alpha^2 t^2 - \alpha^2 + 1} \right)
\]

**Corollary.** From this lemma, we can derive the following expressions for expectation, second moment, squared coefficient of variation and skewness of the distance to the target destination:

\[
E[d] = \mu(\alpha) = D I_1(\alpha)
\]

\[
E[d^2] = D^2 I_2(\alpha) = D^2 + \frac{R^2}{2}
\]
Accordingly, with adapted notation, can be expressed as \[1\] \[12\]:

\[
\text{transmitter is formulated first, and then the aggregate model. To achieve this goal, the received signal from a single receiver, which exclusively depends on the array gain. Finally, the skewness of the distance to the amplitude, when the analysis of variability is extended to the squared coefficient of variation experiences a significant result of the random deployment over a circle. However, the relevance of analyzing the statistics of the array gain as an upper bound has also been adopted in this paper, meaning that \( \Psi \) is no larger than some positive (high) value.}

In general, the parameters involved in (13) are determined empirically \[1\] \[12\]. For instance, the reference distance is evaluated from measurements close to the transmitter, although in the far-field region of the transmitting antenna. Regarding the path-loss exponent, it depends on the propagation environment, but it usually ranges from values slightly below the free-space propagation scenario (\( \eta = 2 \)) to larger values (up to 6 or more) when obstructions are present. Also, empirical studies in outdoor scenarios have shown that the standard deviation \( \sigma_{\Psi} \) typically varies between 4dB and 13dB. Finally, the evaluation of \( L(d_0) \) is based on either close-in measurements or on a free space assumption from the transmitter to the reference distance. Then, following the notation in \[1\] for the mathematical expression of received signals, the signal generated at the receiver by any single transmitter, under the combined path loss and shadowing model, is as follows:

\[
\tau_i(t) = \text{Re} \left\{ \left( \frac{d_0^\eta}{10L(d_0)^{\eta/10}} + \frac{1}{d_0^{10\Psi/10}} \right)^{\frac{1}{2}} u(t)e^{-j\frac{2\pi}{\lambda}d_0^{10\Psi/10}f_c t} \right\}
\]

This expression assumes that \( d \) is large compared with \( d_0 \) (long-range segment) and that the transmission is narrowband relative to the delay spread among all multi-path components. Specifically, \( u(t) \) is the complex envelope or equivalent low-pass representation of the transmitted signal (thus including any conformance pulse), and \( f_c \) and \( \lambda \) are the carrier frequency and carrier wavelength respectively.

Next, considering \( N \) randomly-deployed cooperative transmitters, the aggregate signal at the receiver can be formulated by assuming that each communication pair obeys the model given by (14). To this end, let us define \( d(i) \) as the distance between any transmitter \( i \) and the target destination, where \( i \) varies between 1 and \( N \). Then, the received signal can be written as follows:

\[
r_N(t) = \text{Re} \left\{ \sum_{i=1}^{N} \left( \frac{d_0^\eta}{10L(d_0)^{\eta/10}} + \frac{1}{d_0^{10\Psi/10}} \right)^{\frac{1}{2}} u(t - \tau(i))e^{-j\frac{2\pi}{\lambda}d(i)^{10\Psi/10}f_c t} \right\}
\]

In this expression, \( \Psi(i) \) represents the attenuation in dB due to shadowing in the path between the \( i \)th transmitter and the receiver, and \( \tau(i) \) denotes the delay spread relative to some reference, which can be a hypothetical ray traveling at a distance \( d_0 \) from the transmitter, and \( \Psi \) is a zero-mean Gaussian distributed random variable (in dB) with standard deviation \( \sigma_{\Psi} \) (also in dB). This random variable represents the variations due to shadowing about the distance-dependent component of (13). Note that, as stated in \[1\] the Gaussian distribution can yield sufficiently negative values so as to make \( P_r < P_t \), which is physically impossible. Thus, in order to capture the underlying physical model, a truncated version is used such that \( \Psi \) always larger than some negative value.

Figure 3. Probability density function of the distance-to-the-target for different combinations of \( R \) and \( D \) (both in meters).
from the origin of coordinates $\mathbf{O}$ to the target destination (see Fig. 2). Accordingly, this delay can vary between $-R/c$ and $R/c$, where $c$ is the speed of electromagnetic waves. However, assuming again narrowband transmission, $\tau(i) \ll B_u^{-1}$, where $B_u$ is the bandwidth of the complex envelope, and $u(t - \tau(i)) \approx u(t)$. This leads to the simplification of the expression in (15):

$$r_N(t) = Re \left\{ \sum_{i=1}^{N} \left( \frac{d_i^0}{10L(d_i)/10} \frac{1}{d(i)^{\eta}} \exp(\frac{j\pi}{\eta} d(i)) \right) \right\} u(t) e^{j2\pi f_c t} \right\} (16)$$

Therefore, the aggregate power at the receiver is as follows:

$$P_N = P_t \frac{d_i^0}{10L(d_i)/10} \left| \sum_{i=1}^{N} \left( \frac{\cos\left(\frac{\pi}{\eta} d(i)\right)}{d(i)^{\eta/2}} \right) \right|^2 (17)$$

An alternative for (17) can be obtained using Euler’s formula and developing squared modulus:

$$P_N = P_t \frac{d_i^0}{10L(d_i)/10} \left( \sum_{i=1}^{N} \frac{\cos\left(\frac{\pi}{\eta} d(i)\right)}{d(i)^{\eta/2}} \right)^2 + \left( \sum_{i=1}^{N} \frac{\sin\left(\frac{\pi}{\eta} d(i)\right)}{d(i)^{\eta/2}} \right)^2 (18)$$

Next, in Section IV, the array gain is introduced and characterized statistically. For the sake of mathematical completeness, the analysis in this section will cover the full range of parameter $\alpha$, although the long-range approximation makes it only valid for $\alpha$ sufficiently smaller than 1.

IV. STATISTICAL CHARACTERIZATION OF THE ARRAY GAIN

For a given propagation model (combining path loss and shadowing in its more general form), the array gain of a MISO system is defined as the ratio of the power received at the target with cooperative transmission, and the power that would be obtained with a single transmitter only. For simplicity, such transmitter can be virtually located at the origin (see Fig. 2). Also, in order to use an unbiased reference, we can assume that the shadowing component corresponding to this virtual transmitter takes the average value, that is, 0dB. Then, the received power can be obtained by the expressions (17) or (18) for $N = 1$, $d(1) = D$ and $\Psi(1) = 0$:

$$P_N | d(1) = D = \frac{P_t d_i^0}{10L(d_i)/10} \frac{1}{\Psi(1) = 0} (19)$$

Accordingly, the array gain $G$ can be formulated as:

$$G = \frac{P_N}{P_t} | d(1) = D \Psi(1) = 0 = D^\alpha \left( \sum_{i=1}^{N} \frac{1}{d(i)^{\eta/2}} \right)^\alpha (20)$$

Here, expression (17) for $P_N$ has been used. Again, if the Euler’s formula is applied, $G$ can be alternatively expressed as follows:

$$G = D^\alpha \cdot \left( \sum_{i=1}^{N} \frac{\cos\left(\frac{\pi}{\eta} d(i)\right)}{d(i)^{\eta/2} \cdot \Psi(1)} \right)^2 + \left( \sum_{i=1}^{N} \frac{\sin\left(\frac{\pi}{\eta} d(i)\right)}{d(i)^{\eta/2} \cdot \Psi(1)} \right)^2 (21)$$

Note that the array gain does not depend on technical specifications about the transceivers, but only on the carrier frequency (or carrier wavelength), the statistics of the shadowing random variable, the number of intra-cluster transmitters and the geometric parameters of the system, i.e., the distance between cluster and target destination, and cluster radius. Note also that expression (21) defines the array gain as a random variable that depends on two sets of $N$ random variables, $d(i)$ and $\Psi(i)$. However, whereas the set of distances are mutually independent (since sensor nodes are assumed to be randomly deployed) and identically distributed according to (5) or (6), the set of shadowing components are in general correlated Gaussian random variables, because obstructing objects typically interfere several signal paths. Nevertheless, in order to preserve the analytical tractability, independence will be assumed from now on (this assumption will not affect the results obtained in this paper because, as a first step approach, this paper will only focus on the effects of distance diversity in absence of shadowing).

A. AVERAGE ARRAY GAIN

In order to obtain average array gain, let us introduce the following auxiliary random variable:

$$Y(\varphi) = \frac{\cos\left(\frac{\pi}{\eta} d + \varphi\right)}{d^{\eta/2} \cdot \Psi(22)$$

Note that $Y(\varphi)$ is a function of the random variables $d$ and $\Psi$, and the adjustment parameter $\varphi$, which is either 0 to yield a pure cosine or $-\pi/2$ to yield a pure sine. Note that expression (21) essentially defines the array gain as a result of sampling the random variable given by (22). Under the assumption that such a sampling is independent, the two sums in (21) can be viewed as the aggregation of $N$ independent samples of $Y(\varphi)$ for $\varphi = 0$ and $\varphi = -\pi/2$, respectively. More specifically, if $\bar{Y}(N, \varphi)$ denotes the statistical sample mean constructed from $N$ independent samples of $Y(\varphi)$, (21) can be rewritten in a more compact way:

$$G = D^\alpha \cdot N^2 \left( \bar{Y}^2(N, 0) + \bar{Y}^2(N, -\pi/2) \right) (23)$$

Therefore, the expected array gain is as follows:

$$E[G] = D^\alpha \cdot N^2 \left( E[\bar{Y}^2(N, 0)] + E[\bar{Y}^2(N, -\pi/2)] \right) (24)$$

From statistics, it is well known that a sample mean of size $N$ is an unbiased estimator of the (true) population mean, and
shown that:

\[ E[\mathcal{Y}^2(N, 0)] = Var[\mathcal{Y}(N, 0)] + E^2[\mathcal{Y}(N, 0)] \]

\[ = \frac{Var[Y(0)]}{N} + E^2[Y(0)] \]  

(25a)

\[ E[\mathcal{Y}^2(N, -\pi/2)] = Var[\mathcal{Y}(N, -\pi/2)] + E^2[\mathcal{Y}(N, -\pi/2)] \]

\[ = \frac{Var[Y(-\pi/2)]}{N} + E^2[Y(-\pi/2)] \]  

(25b)

Next, by introducing (25a) and (25b) into (24) and performing some calculations, we can derive the following exact expression for the expected array gain:

\[ E[G] = D^9 \left( N \cdot E \left[ \frac{1}{d^n \cdot 10^{\Psi/10}} \right] + N(N-1) \left( E^2[X(0)] + E^2[X(-\pi/2)] \right) \right) \]  

(26)

Since \( \Psi \) does not depend on distance (this dependence is captured by the path-loss component in (13), which explains that the average of the shadowing component is assumed to be zero), expectations in (26) can be factorized. Specifically, by introducing \( X(\varphi) \) such that \( \mathcal{Y}(\varphi) = X(\varphi)/10^{\Psi/20} \), expression (26) can be rewritten in this way:

\[ E[\mathcal{G}] = D^9 \left( N \cdot E[1/d^n] \cdot E[1/10^{\Psi/10}] + N(N-1) \left( E^2[X(0)] + E^2[X(-\pi/2)] \right) \cdot E^2[1/10^{\Psi/20}] \right) \]  

(27)

The expectations corresponding to the shadowing component cannot be expressed in closed-form, but they can be numerically evaluated once the variance of the Gaussian distribution is specified. Regarding the evaluation of \( E[1/d^n] \) and \( E[X(\varphi)] \), only \( R \) and \( D \) need to be specified, because these parameters completely determine the probability density function of the target distance, i.e., (6). A detailed analysis of (27) leads to the derivation of the following lemma for the expected array gain:

**Lemma 2.** Under the combined path-loss and shadowing model, the expected array gain only depends on the number of transmitters, the path-loss exponent, the variance of the random attenuation due to shadowing and the ratios \( \alpha \) and \( \beta = R/\lambda \).

**Proof.** Recalling the definition of \( g(t, \alpha) \) in (8c), it can be shown that:

\[ E[1/d^n] = \frac{1}{D^n} \cdot \int_{\frac{1}{2}}^{\frac{1}{2}+1} \alpha^{-\eta} \cdot \left( \frac{2\pi \cdot d + \varphi}{\lambda} \right) \cdot g(t, \alpha) \cdot dt \]

\[ = D^{-\eta} \cdot I_{-\eta}(\alpha) \]  

(28a)

\[ E \left[ \cos \left( \frac{2\pi \cdot d + \varphi}{\lambda} \right) / d^n / 2 \right] \]

\[ = \frac{1}{D^n/2} \cdot \int_{\frac{1}{2}+1}^{\frac{1}{2}+1} \alpha^{-\eta/2} \cdot t^{-\eta/2-1} \cdot \cos(2\pi \beta \cdot t + \varphi) \cdot g(t, \alpha) \cdot dt \]

\[ = D^{-\eta/2} \cdot I_{-\eta/2}(\alpha, \beta, \varphi) \]  

(28b)

Here, \( I_{-\eta}(\alpha) \) and \( I_{-\eta/2}(\alpha, \beta, \varphi) \) have been introduced consistently with (8b). Then, the expected array gain given by (27) can be alternatively expressed as:

\[ E[G] = N \cdot I_{-\eta}(\alpha) \cdot E[1/10^{\Psi/10}] + N(N-1) \left( I_2^2(\alpha, \beta, 0) + I_2^2(\alpha, \beta, -\pi/2) \right) \cdot E^2[1/10^{\Psi/20}] \]  

(29)

Therefore, the expected array gain exclusively depends on \( N, \eta, \sigma_\varphi, \alpha \) and \( \beta \).

In particular, for the scenarios considered in this paper, where \( R >> \lambda \), the expected array gain can be well approximated by the first term in (27) or (29):

\[ E[G] \approx N \cdot D^9 \cdot E[1/d^n] \cdot E[1/10^{\Psi/10}] \]

\[ = N \cdot I_{-\eta}(\alpha) \cdot E[1/10^{\Psi/10}] \]  

(30)

This approximation arises from the observation that, for \( R >> \lambda \), the following inequality holds:

\[ E^2 \left[ \cos \left( \frac{2\pi \cdot d + \varphi}{\lambda} \right) / d^n / 2 \right] << E \left[ \frac{1}{d^n} \right] \], \( \varphi = 0, -\pi/2 \]  

(31)

To illustrate the validity of this statement, let us first consider the ratio between the right and left-hand sides of (31). Note that it only depends on \( \alpha, \beta, \phi \) and \( \eta \):

\[ \frac{E \left[ \frac{1}{d^n} \right]}{E^2 \left[ \cos \left( \frac{2\pi \cdot d + \varphi}{\lambda} \right) / d^n / 2 \right]} \]

\[ = \frac{1/D^n \cdot I_{-\eta}(\alpha)}{I_2^2(\alpha, \beta, \varphi)} \]

(32)

This ratio was evaluated for \( \eta \) between 1 and 6, \( \alpha \) between 0 and 1 and \( \beta \) sufficiently large (\( \beta \geq 100 \)), leading to very high results in all cases. This validated approximation (30) for usual working conditions, that is, carrier frequencies in wireless transmission bands, like ISM, and cluster radius on the order of several tens of meters). It can also be shown that:

\[ \lim_{\alpha \to 0} I_{-\eta}(\alpha) = 1 \]  

(33a)

\[ \lim_{\alpha \to 1} I_{-\eta}(\alpha) = \infty \]  

(33b)

Correspondingly:

\[ \lim_{\alpha \to 0} E[G] = N \cdot E[1/10^{\Psi/10}] \]  

(34a)

\[ \lim_{\alpha \to 1} E[G] = \infty \]  

(34b)

This latter result, though mathematically correct, is unrealistic because the analysis performed in this paper is only valid for \( \alpha \) sufficiently smaller than 1 (long-range segment approximation). It is also particularly interesting to notice that, for any \( \eta, I_{-\eta}(\alpha) \geq 1 \) and monotonically increasing with \( \alpha \), and for a given \( \alpha \), it increases as \( \eta \) increases. The latter might be surprising, because it implies that the expected array gain given by (30) increases with the path-loss exponent.
However, what it really means is that the benefits of the array of transmitters are more significant under bad scenarios in terms of path loss.

Expression (30) contrasts with the array gain of other schemes, as shown in Table I, which compares the following cases by assuming that every transmitter (node) has limited energetic resources: SISO (Single Input Single Output), that is, one transmitter with a single antenna and one receiver, with a battery $B$ at the transmitter; SISO with a battery $N$ times larger; conventional MISO, that is, a single transmitter with $N$ antennas and channel state information at the transmitter side (CSI); virtual or cooperative MISO (C-MISO) with CSI; and finally, C-MISO without CSI, which is the case analyzed in this paper. The comparison includes other magnitudes, such as the energetic resources at node and system levels, the energy wasted to achieve a prescribed signal-to-noise ratio at the receiver, both at node and system level, and the node lifetime. For the two latter magnitudes, the energy wasted in the SISO schemes, namely $E$, is taken for reference. Note that the proposed scheme is the only one that yields a random array gain, which potentially may lead to lifetime values relatively close to the case of C-MISO with CSI.

To further support the previous results, both the exact and approximate expressions of the expected array gain have been evaluated for different combinations of $N$, $\alpha$, $\eta$ and $\sigma^2$. In order to maximize the scope of the comparison, extreme values have been assigned to all these parameters. The ratio $\beta$ has been set to 30, which may correspond to a carrier frequency $f_c = 433$ MHz, and a cluster radius around 20m. In case of shadowing, the lower and upper truncation values have been respectively set to $-7$dB and 70dB, which represents a very pessimistic scenario. Results are shown in Table II. As it can be noticed, there is practically no difference between exact and approximate results. Also note that, even under bad conditions, the resulting array gain is relatively high.

### B. Analysis of Variance

Central to the variance analysis is obtaining an expression for the second moment. By taking the square of (20) and its expectation, the following preliminary formula can be obtained:

$$E[G^2] = E \left[ D^{2\eta} \sum_{i=1}^{N} d(i)^{\eta/2} \cdot \frac{1}{10^{\Psi_i/20}} \right]$$

Again, if Euler’s formula is applied, an equivalent expression is obtained:

$$E[G^2] = E \left[ \sum_{i=1}^{N} \cos \left( \frac{2\pi}{\Psi_i} \cdot d(i) \right) \right]^{2} + \left( \sum_{i=1}^{N} \sin \left( \frac{2\pi}{\Psi_i} \cdot d(i) \right) \right)^{2}$$

By applying similar approximations to (31) based on $R >> \lambda$ and the independence assumption, and recalling (28a), the following result can be achieved:

$$E[G^2] \approx N \cdot I_{-2\eta}(\alpha) \cdot E \left[ \frac{1}{10^{\Psi_i/20}} \right]$$

$$+ 2N(N-1) \cdot I_{-2\eta}(\alpha) \cdot E^2 \left[ \frac{1}{10^{\Psi_i/20}} \right]$$

Finally, since $Var[G] = E[G^2] - E^2[G]$, where the mean and second moments are given by (30) and (37) respectively, the variance of the array gain can be finally approximated as:

$$Var[G] \approx N \cdot I_{-2\eta}(\alpha) \cdot E \left[ \frac{1}{10^{\Psi_i/20}} \right]$$

$$+ N(N-2) \cdot I_{-2\eta}(\alpha) \cdot E^2 \left[ \frac{1}{10^{\Psi_i/20}} \right]$$
Then, the squared coefficient of variation is given by:

$$\rho[G] = \frac{\text{Var}[G]}{E^2[G]} \approx \frac{1}{N} \cdot \frac{I_{-2\eta}(\alpha)}{I_{\eta}^2(\alpha)} \cdot \frac{E\left[\frac{1}{|\nu|^\alpha}\right]}{E^2\left[\frac{1}{|\nu|^\alpha}\right]} + \frac{N(N-2)}{N^2} \tag{39}$$

These results reveal that the variability of the array gain (variance, squared coefficient of variation) only depends on the propagation model (assuming $R >> \lambda$) always greater than stated in Section III-B, although the distance to the receiver $\alpha$ is shown in Fig. 4. As it can be noticed, simulation results were considered just for mathematical validation. This $\alpha > 0.40$, 0.60 and 0.80 (although large values for steps of 10, and four representative values of comparison covers cluster sizes varying from 10 to 100 in ways to cancel (20). On the other hand, the maximum value of the shadow fading component. All the results were obtained after 2000 or 5000 different deployments), leading to 95% confidence intervals less than 10% for both the expectation and the variance of the array gain. In particular, for the sample variance, the confidence be fitted is bounded by two extreme unreachable values. On the other hand, the path-loss exponent is set to 4, which has been commonly adopted from empirical observations [13] [14] [15] [16]. In this case, the solution to (40) is $\alpha_{\text{ref}} = 0.41856$ and we will focus on the case $\alpha < \alpha_{\text{ref}}$, as it fully captures the validity region of the analysis performed in this paper ($D$ much larger than $R$). Moreover, it also corresponds to the wide area deployments.

VI. STATISTICAL DISTRIBUTION OF THE ARRAY_GAIN

The next step in the analysis is the adjustment of a statistical distribution for the array gain. As this paper constitutes a first-step approach to analyzing the benefits of cooperation in absence of CSI, the subsequent discussion focuses on the special case of no shadowing ($\sigma = 0$) in order to capture the specific effects of distance diversity on that distribution. Moreover, given the dependence of the type of distribution on whether $\rho[G]$ is smaller or larger than 1, a detailed evaluation of expression (39) was performed. In particular, it was observed that the evolution of the ratio $E\left[10^{-\Psi/5}\right]/E^2\left[10^{-\Psi/10}\right]$ in terms of the standard deviation and truncation values of the shadowing component is complex, generally involving local maxima and minima. Obviously, this requires a deeper analysis that would exceed the purposes of this paper. On the other hand, the path-loss exponent is set to 4, which has been commonly adopted from empirical observations [13] [14] [15] [16]. In this case, the solution to (40) is $\alpha_{\text{ref}} = 0.41856$ and we will focus on the case $\alpha < \alpha_{\text{ref}}$, as it fully captures the validity region of the analysis performed in this paper ($D$ much larger than $R$). Moreover, it also corresponds to the wide area deployments.

In general, using some theoretical a priori information is recommended in order to postulate plausible distributions. From the results obtained in Section IV, particularized for $\sigma = 0$, Table III summarizes some features and metrics of the desired distribution. In particular, the first and second features described in the table state that the distribution to be fitted is bounded by two extreme unreachable values. On one hand, the lower endpoint is 0 as the array gain can be extremely small but always strictly positive, as there is no way to cancel (20). On the other hand, the maximum value of the array gain corresponds to the hypothetical case in which all the transmitters are located at the rightmost position within the circle depicted in Fig. 2, that is, at distance $D - R$ from the target destination. In this case, it can be shown that (20) yields the maximum gain $G_{\text{max}} = N^2/(1 - \alpha)^4$.

Similarly, Fig. 4(b) shows the results corresponding to the squared coefficient of variation. Note that a log-plot is used, since it was observed that the sensitivity of this coefficient with respect to both $N$ and $\alpha$ increases with the value of the latter.

<table>
<thead>
<tr>
<th>Features</th>
<th>Theoretical results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>$(0, G_{\text{max}})$, with $G_{\text{max}} = N^2/(1 - \alpha)^4$</td>
</tr>
<tr>
<td>Limiting values</td>
<td>$\lim_{\gamma \to -\infty} f(\gamma) = 0$ ; $\lim_{\gamma \to +\infty} f(\gamma) = 0$</td>
</tr>
<tr>
<td>Mean</td>
<td>$E[G] \cong N I_{-\eta}(\alpha)$</td>
</tr>
<tr>
<td>Squared coefficient of variation</td>
<td>$\rho[G] = \frac{1}{N} I_{-\eta}(\alpha) + \frac{N(N-2)}{N^2} &lt; 1$ for $\alpha &lt; \alpha_{\text{ref}}$</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULTS

In order to validate the theoretical results obtained previously, several simulation tests were performed by using the Mathematica package. The carrier frequency and cluster radius were respectively set to 433 MHz and 20 m. For the propagation environment, a pessimistic scenario was selected by fixing $\eta = 5$, $G = 10dB$ and a range from -5dB to 100dB for the shadow fading component. All the results were obtained after 2000 or 5000 simulation runs (i.e., 2000 or 5000 different random deployments), leading to 95% confidence intervals less than 10% for both the expectation and the variance of the array gain. In particular, for the sample variance, the confidence interval based on the chi-square distribution is used [16]. The comparison covers cluster sizes varying from 10 to 100 in steps of 10, and four representative values of $\alpha$, namely 0.20, 0.40, 0.60 and 0.80 (although large values for $\alpha$ are unrealistic, they were considered just for mathematical validation). This is shown in Fig. 4. As it can be noticed, simulation results match almost perfectly the theoretical values. In the case of the expected array gain – Fig. 4(a), a linear increase is observed in such a way that the larger $\alpha$ results in steeper straight line.
family of distributions to be considered. For instance, Fig. 5(a) shows the histogram obtained from sampling the array gain when \( \alpha = 0.1 \) and \( N = 30 \) by ExpertFit [18] (described later) from 1000 samples generated by Mathematica under the same settings of Section V. Similarly, Fig. 5(b) shows the histogram for \( \alpha = 0.4 \) and \( N = 70 \). In fact, these histograms were obtained for all the combinations of \( \alpha \) and \( N \). At a first glance, they seem to correspond to an exponential behavior. However, the exponential distribution is consistent neither with the limiting value at the lower endpoint formulated in Table III, nor with a squared coefficient of variation that should be strictly less than 1. However, the histograms shown in Fig. 5 may correspond to distributions that have a mode close to the lower endpoint, thus exhibiting a sharp peak at this mode. The most common is the Beta distribution, which is bounded, and the truncated version of the Gamma, Lognormal and Weibull distributions, which are non-negative and unbounded (the reason to consider the truncated version is to fulfill the finite range specification in Table III). Table IV shows the parameter fitting for each of these distributions, based on the true mean and squared coefficient of variation of the array gain.

In general, the behavior of the distributions shown in Table IV at the lower endpoint depends on their shape parameters (except the Lognormal distribution, whose density always yields 0 at \( G = 0 \) regardless of its parameters). This allows us to discard the Beta distribution, since its first shape parameter (\( sh_1 \)) usually results in a value less than 1 for \( \rho[G] \) close to 1 (see \( sh_1 \) in Table IV), which in turn yields a limiting value at the lower endpoint equal to infinity instead of 0 (see [19]). Whereas, the shape parameters obtained for both the Gamma and Weibull distributions are always above 1 for \( \rho[G] < 1 \). From Table IV, this statement is obviously true in the case of the Gamma distribution. In the case of the Weibull distribution, the following statement holds:

\[
\exists x < 1: \frac{1}{x^2} \Gamma(2/x) < 1
\]

(41)

(Note that the solution for the shape parameter would be \( sh = 1/x \).)

Next, this preliminary analysis is completed by a deeper study based on the ExpertFit software (version 8). This is a powerful statistical package that allows for automatically determining the distributions, including their parameters, that best fit to a data set. It also includes other features for definite assessment, like graphical plots and goodness-of-fit tests (Chi-square, Kolmogorov-Smirnoff and Anderson-Darling). The analysis that follows is divided into two parts. Firstly, the automatic fitting feature of ExpertFit is used to obtain the best ranked distributions. In the second part, the Anderson-Darling test, which is recognized to be the most powerful, is applied.

A. Automatic fitting

ExpertFit ranks the distributions (with estimates of their parameters) in terms of their capability to fit a given data set by means of a relative score between 0 and 100. In addition, it provides an absolute evaluation that qualifies the fitting capability of every distribution as good, indeterminate or bad. To summarize the results, Table V shows the average score obtained for the a priori most theoretically-feasible distributions, along with the corresponding coefficient of variation (ratio between standard deviation and average) expressed as a percentage. For each distribution, these measures were obtained over 40 different data sets, resulting from the combination of \( \alpha = \{0.1, 0.2, 0.3, 0.4\} \) and \( N \in [10, 100] \).
turn, each data set consisted of 1000 samples of the array gain. As noticed, the initially postulated Lognormal distribution, gets a very low score with ExpertFit despite its theoretical feasibility (being the absolute qualification equal to “bad” for all data sets). The reason is that in all tests, the peak of such distribution overestimates the empirical density values significantly. However, a new distribution comes into play, namely the Pearson type VI (PT6) distribution, which achieves a high evaluation, although not the highest one. In addition, the PT6 distribution introduces an extra difficulty in the process of parameter fitting, as it is defined by three parameters instead of two (one scale and two shape parameters). This is not the case for both the Gamma and Weibull distributions, which are based on two parameters (see Table IV) and have received the best scores. Although the Gamma distribution achieves an overall evaluation that is slightly superior in terms of average and coefficient of variation, the similarity with the Weibull distribution means that applying any quantitative method (like cluster dimensioning in the next section) based on either statistical characterization would lead to no significant difference. Nevertheless, in order to obtain a higher discrimination between these characterizations, another experiment was performed using data sets of 5000 samples. However, still no significant changes were detected. Thus, for a definite assessment, the Anderson-Darling test was applied by focusing on the Gamma and Weibull distributions (next subsection).

To complete this first experimental stage, Tables VI-IX compare the parameters obtained theoretically and those generated by ExpertFit from the application of the MLE (Maximum Likelihood Estimator) method (as part of the automatic fitting process). As it can be noticed, theoretical and fitted parameters are in very good agreement in all cases.

Finally, the residual area that results from truncating the two distributions at $G = G_{\text{max}}$, was also evaluated for the 40 data sets. In all cases the results were extremely low or practically 0. This is due to the fact that $G_{\text{max}}$ is usually very large and both the Gamma and Weibull distributions are light-tailed. Hence, their natural (unbounded) versions suffice to represent the statistical behavior of the array gain, with no need to rely on the truncated versions.

B. Anderson-Darling test

In the last experiment, we apply the Anderson-Darling test to the 40 data sets generated previously. As Fig. 6 reveals, the null hypothesis cannot be rejected for any distribution at a level of significance of 10%. Particularly, Fig. 6(a) refers to the Gamma distribution. As noticed, all test statistics are below the critical value. The same happens in Fig. 6(b) for the Weibull distribution. These results lead us to the conclusion that there is no difference between using a Gamma distribution or a Weibull distribution to characterize the statistical behavior of the array gain, at least from a practical point of view. The next section, which considers the dimensioning of transmitter clusters on the basis of the two characterizations, will highlight this fact.

VII. Cluster Dimensioning

The results obtained in this paper suggest that cluster dimensioning cannot be exclusively based on the expected array gain, if at least some statistical guarantee on array gain is to be provided. This is due to the variability around the expected value, which in turn is caused by the random deployment. Fortunately, the knowledge of the statistical distribution that characterizes the random gain simplifies the problem to finding the number of transmitters such that the array gain is above some threshold with high probability. This condition can be expressed as

$$\text{Find } N: \text{prob}[G \geq G_q] \geq q$$

(42)
### Table VI
Comparison between theoretical and ExpertFit parameters for the Gamma distribution and different cluster sizes \( \alpha = 0.1 \)

<table>
<thead>
<tr>
<th>N</th>
<th>Shape (theoretical)</th>
<th>Shape (ExpertFit)</th>
<th>Scale (theoretical)</th>
<th>Scale (ExpertFit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.0161</td>
<td>1.07792</td>
<td>9.2234</td>
<td>9.54244</td>
</tr>
<tr>
<td>20</td>
<td>1.05038</td>
<td>1.00388</td>
<td>19.4274</td>
<td>20.58234</td>
</tr>
<tr>
<td>30</td>
<td>1.03303</td>
<td>0.99779</td>
<td>29.6304</td>
<td>30.16485</td>
</tr>
<tr>
<td>40</td>
<td>1.02457</td>
<td>1.01392</td>
<td>39.8334</td>
<td>42.19290</td>
</tr>
<tr>
<td>50</td>
<td>1.01956</td>
<td>1.00645</td>
<td>50.0365</td>
<td>51.82210</td>
</tr>
<tr>
<td>60</td>
<td>1.01625</td>
<td>0.94071</td>
<td>60.2395</td>
<td>66.66348</td>
</tr>
<tr>
<td>70</td>
<td>1.01389</td>
<td>1.01825</td>
<td>70.4426</td>
<td>72.75279</td>
</tr>
<tr>
<td>80</td>
<td>1.01214</td>
<td>0.94314</td>
<td>80.6456</td>
<td>85.74653</td>
</tr>
<tr>
<td>90</td>
<td>1.01077</td>
<td>1.01574</td>
<td>90.8487</td>
<td>94.64508</td>
</tr>
<tr>
<td>100</td>
<td>1.00968</td>
<td>0.97094</td>
<td>101.052</td>
<td>107.97315</td>
</tr>
</tbody>
</table>

### Table VII
Comparison between theoretical and ExpertFit parameters for the Gamma distribution and different cluster sizes, \( \alpha = 0.3 \)

<table>
<thead>
<tr>
<th>N</th>
<th>Shape (theoretical)</th>
<th>Shape (ExpertFit)</th>
<th>Scale (theoretical)</th>
<th>Scale (ExpertFit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.06065</td>
<td>0.97253</td>
<td>11.3854</td>
<td>12.26707</td>
</tr>
<tr>
<td>20</td>
<td>1.02943</td>
<td>1.00555</td>
<td>23.4612</td>
<td>23.53351</td>
</tr>
<tr>
<td>30</td>
<td>1.01943</td>
<td>0.99904</td>
<td>35.537</td>
<td>36.45009</td>
</tr>
<tr>
<td>40</td>
<td>1.01448</td>
<td>0.95838</td>
<td>47.6129</td>
<td>51.18716</td>
</tr>
<tr>
<td>50</td>
<td>1.01157</td>
<td>1.00903</td>
<td>59.6887</td>
<td>60.88556</td>
</tr>
<tr>
<td>60</td>
<td>1.00962</td>
<td>0.94070</td>
<td>71.7646</td>
<td>80.25972</td>
</tr>
<tr>
<td>70</td>
<td>1.00823</td>
<td>0.95887</td>
<td>83.8404</td>
<td>89.50208</td>
</tr>
<tr>
<td>80</td>
<td>1.0072</td>
<td>0.99849</td>
<td>95.9163</td>
<td>99.03940</td>
</tr>
<tr>
<td>90</td>
<td>1.00639</td>
<td>1.00982</td>
<td>107.992</td>
<td>113.72055</td>
</tr>
<tr>
<td>100</td>
<td>1.00575</td>
<td>1.04231</td>
<td>120.068</td>
<td>110.40265</td>
</tr>
</tbody>
</table>

### Table VIII
Comparison between theoretical and ExpertFit parameters for the Weibull distribution and different cluster sizes, \( \alpha = 0.1 \)

<table>
<thead>
<tr>
<th>N</th>
<th>Shape (theoretical)</th>
<th>Shape (ExpertFit)</th>
<th>Scale (theoretical)</th>
<th>Scale (ExpertFit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.05299</td>
<td>1.05519</td>
<td>10.4106</td>
<td>10.50414</td>
</tr>
<tr>
<td>20</td>
<td>1.02497</td>
<td>1.00443</td>
<td>20.6134</td>
<td>20.70057</td>
</tr>
<tr>
<td>30</td>
<td>1.01642</td>
<td>0.99576</td>
<td>30.8163</td>
<td>30.04421</td>
</tr>
<tr>
<td>40</td>
<td>1.01223</td>
<td>1.00456</td>
<td>41.0192</td>
<td>42.86301</td>
</tr>
<tr>
<td>50</td>
<td>1.00975</td>
<td>1.00575</td>
<td>51.2222</td>
<td>52.28134</td>
</tr>
<tr>
<td>60</td>
<td>1.0081</td>
<td>0.96298</td>
<td>61.4252</td>
<td>61.69044</td>
</tr>
<tr>
<td>70</td>
<td>1.00693</td>
<td>1.00784</td>
<td>71.6283</td>
<td>74.32524</td>
</tr>
<tr>
<td>80</td>
<td>1.00865</td>
<td>0.96197</td>
<td>81.8313</td>
<td>79.48739</td>
</tr>
<tr>
<td>90</td>
<td>1.00538</td>
<td>1.01076</td>
<td>92.0343</td>
<td>96.53009</td>
</tr>
<tr>
<td>100</td>
<td>1.00483</td>
<td>0.98286</td>
<td>102.2370</td>
<td>104.07136</td>
</tr>
</tbody>
</table>

### Table IX
Comparison between theoretical and ExpertFit parameters for the Weibull distribution and different cluster sizes, \( \alpha = 0.3 \)

<table>
<thead>
<tr>
<th>N</th>
<th>Shape (theoretical)</th>
<th>Shape (ExpertFit)</th>
<th>Scale (theoretical)</th>
<th>Scale (ExpertFit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.03</td>
<td>0.98621</td>
<td>12.2221</td>
<td>11.89374</td>
</tr>
<tr>
<td>20</td>
<td>1.01464</td>
<td>1.00587</td>
<td>24.2978</td>
<td>23.72201</td>
</tr>
<tr>
<td>30</td>
<td>1.00968</td>
<td>0.99479</td>
<td>36.3736</td>
<td>36.22082</td>
</tr>
<tr>
<td>40</td>
<td>1.00723</td>
<td>0.97584</td>
<td>48.4494</td>
<td>48.54072</td>
</tr>
<tr>
<td>50</td>
<td>1.00577</td>
<td>1.02015</td>
<td>60.5252</td>
<td>62.08884</td>
</tr>
<tr>
<td>60</td>
<td>1.0048</td>
<td>0.97127</td>
<td>72.601</td>
<td>74.56177</td>
</tr>
<tr>
<td>70</td>
<td>1.00411</td>
<td>0.97551</td>
<td>84.6768</td>
<td>84.89487</td>
</tr>
<tr>
<td>80</td>
<td>1.00359</td>
<td>1.01037</td>
<td>96.7526</td>
<td>99.30510</td>
</tr>
<tr>
<td>90</td>
<td>1.00319</td>
<td>1.00762</td>
<td>108.828</td>
<td>115.19873</td>
</tr>
<tr>
<td>100</td>
<td>1.00287</td>
<td>1.02833</td>
<td>120.904</td>
<td>121.64731</td>
</tr>
</tbody>
</table>

### Table X
Comparison between theoretical and ExpertFit parameters for the Weibull distribution and different cluster sizes, \( \alpha = 0.2 \)

<table>
<thead>
<tr>
<th>N</th>
<th>Shape (theoretical)</th>
<th>Shape (ExpertFit)</th>
<th>Scale (theoretical)</th>
<th>Scale (ExpertFit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.0097</td>
<td>1.00863</td>
<td>11.0401</td>
<td>11.4054</td>
</tr>
<tr>
<td>20</td>
<td>1.02142</td>
<td>1.03480</td>
<td>21.8915</td>
<td>22.40344</td>
</tr>
<tr>
<td>30</td>
<td>1.01411</td>
<td>1.00341</td>
<td>32.7421</td>
<td>32.49151</td>
</tr>
<tr>
<td>40</td>
<td>1.01052</td>
<td>1.01384</td>
<td>43.5927</td>
<td>42.57974</td>
</tr>
<tr>
<td>50</td>
<td>1.00839</td>
<td>0.98860</td>
<td>54.4434</td>
<td>52.94177</td>
</tr>
<tr>
<td>60</td>
<td>1.00697</td>
<td>0.99377</td>
<td>65.2941</td>
<td>64.22462</td>
</tr>
<tr>
<td>70</td>
<td>1.00597</td>
<td>0.99220</td>
<td>76.1447</td>
<td>76.37044</td>
</tr>
<tr>
<td>80</td>
<td>1.00522</td>
<td>0.95908</td>
<td>86.9594</td>
<td>84.35207</td>
</tr>
<tr>
<td>90</td>
<td>1.00463</td>
<td>0.97517</td>
<td>97.8461</td>
<td>93.80479</td>
</tr>
<tr>
<td>100</td>
<td>1.00417</td>
<td>0.98055</td>
<td>108.697</td>
<td>104.9646</td>
</tr>
</tbody>
</table>
Note that $G_q$ is nothing but the percentile $(1 - q)100$ of the distribution of the array gain.

The results obtained in the previous section state that both the Gamma and Weibull distributions can accurately reproduce the random nature of the array gain. Fig. 7(a)-8(b) provide a definite assessment of this statement. In each figure, the cluster size in terms of the required array gain is plotted for different statistical guarantees $(q)$, considering both distributions for a specific value of $\alpha$. As it is observed, in all cases there is practically no difference between the two distributions in terms of the dimensioning of clusters. Note also that, as stated before, the required cluster sizes are significantly higher than those predicted from the expected array gain.

VIII. CONCLUSIONS

This paper has addressed the scenario of multiple randomly-deployed cooperative transmitters forming a cluster and sending information to a remote receiver. For this MISO scheme, no form of channel state information has been assumed, and the expectation and squared coefficient of variation of the corresponding array gain have been completely characterized by adopting a combined path-loss and shadowing model between every transmitter and the receiver. Specifically, exact or very accurate closed-form expressions have been obtained in terms of the cluster size, cluster radio, target distance, path-loss exponent and shadowing component. As this paper represents a first-step approach to the analysis of cooperation in absence of CSI, the characterization of the statistical distribution has focused on the simpler case of no shadowing. Under these conditions, it has been shown that the array gain is well described by a Gamma or Weibull distribution, whose parameters can be easily calculated from the mean and squared coefficient of variation previously obtained.

Further research can focus on the characterization of the statistical distribution of the array gain under shadowing conditions. This can also include the natural auto-correlation of the shadowing component, which has been ignored to preserve the analytical tractability, as well as additional random independent time shifts among all transmitters. In fact, we expect that the benefits of cooperation in these less favorable scenarios are even greater. On the other hand, some preliminary results have shown that, given a bad deployment (a deployment for which the resulting array gain is small), a small variation along the polar angle of the target location within the receiving cluster, can lead to very high gains and thus practically 100% statistical guarantees. So, this phenomenon also deserves further analysis. Finally, the consideration of cluster shapes other than circular may contribute to obtain even better distributions for the array gain.
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Figure 7. Cluster size in terms of the required array gain for different statistical guarantees. Both the Gamma and Weibull distributions are considered, with $\alpha = 0.1$ (a) and $\alpha = 0.2$ (b).

Figure 8. Cluster size in terms of the required array gain for different statistical guarantees. Both the Gamma and Weibull distributions are considered, with $\alpha = 0.3$ (a) and $\alpha = 0.4$ (b).


