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In this study we present a planning methodology for a firm whose objective is to match the random supply of annual premium fruits and vegetables from a number of contracted farms and the random demand from the retailers during the planning period. The supply uncertainty is due to the uncertainty of the maturation time, harvest time, and yield. The demand uncertainty is the uncertainty of weekly demand from the retailers. We provide a planning methodology to determine the farm areas and the seeding times for annual plants that survive for only one growing season in such a way that the expected total profit is maximized. Both the single period and the multi period cases are analyzed depending on the type of the plant. The performance of the solution methodology is evaluated by using numerical experiments. These experiments show that the proposed methodology matches random supply and random demand in a very effective way and improves the expected profit substantially compared to the planning approaches where the uncertainties are not taken into consideration.
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1. Introduction

Matching supply and demand is an important problem in all industries. Several factors including the need to supply food to an increasing world population, decreasing farm lands, increasing food prices, and emergence of the premium food segment accentuate the importance of the management of agro-food supply chains today. Despite the technological advances that improve the effectiveness of supply chains in many industries, due to the biological nature of the agricultural production process, agro-food supply chains are prone to factors that are not completely controllable by humans. For agricultural production, planning decisions are made months before the actual demand is realized, with almost no flexibility to increase the supply afterwards. The quantity produced is affected by
the environmental conditions like weather, amount of sunlight and properties of soil. The weather conditions affect the growth of the seed, thereby the length of maturation and the harvest period during which crops are gathered. Although these risks cannot be controlled completely, they must be taken into consideration during the planning phase to match supply and demand in the most effective way.

In this study, we consider a planning problem in a premium fresh produce agricultural supply chain where a firm supplies fresh products to retailers by using contract farming. The firm’s objective is to maximize its total profit over the planning period by determining the farm areas to be contracted and also the seeding times at the contracted farms. According to the contract between the firm and a number of selected farms, these farmers are provided with proprietary seeds and then paid according to the total output obtained at the end of each period. The output from each farm is collected by the firm, packed, and distributed to retailers every week during the planning period. The excess output at the end of each week cannot be stored or sold by the firm in alternate channels to ensure freshness of the products. Accordingly excess output is left to the farmers for their use in order to avoid unnecessary distribution and packaging costs. The profit is the difference between the revenue generated from sales to the retailers and the total cost of farming including the payments to the farmers, distribution, and packaging costs.

This planning problem is complicated due to various random factors that affect both supply and demand. The supply uncertainty is due to the uncertainty of the maturation time, harvest time, and yield. The total supply for a period consists of the total production in all farms harvested in that period. The length of the harvest period of a farm is random and different for each farm. In addition, the time of the harvest season differs based on the location of the farms. The company needs to use different farms in different locations to provide supply to its customers during the whole planning period. However, while planning the production period, the uncertainties in starting and ending times of the harvest period should also be considered. For instance, frost or rain during the maturation period or the harvest period can destroy all crops. Likewise undesirable weather conditions can draw out the growing season and cause the harvest season to start late. Furthermore,
all through the harvest the production quantity is random due to the random yield that highly
depends on the weather and farm characteristics. The weekly demand from the retailers is also
variable. These effects would cause the company to have no supply or less supply than desired
and consequently the demand can be lost. The effective planning method presented in this study
incorporates these risks and increase the firm’s profits substantially compared to the planning
approaches that do not take these risks into account.

The remainder of the paper is organized as follows: In the following section, the related literature
is reviewed. In Section 3, the detailed description of the problem is given and the stochastic model
for production planning of multiple farms under yield, demand and harvest uncertainty is presented.
Before the agricultural planning problem is analyzed, a general solution to the newsvendor problem
with normally distributed supply and demand is given in Section 4. In Section 5, we present the
exact analytical solution of the single farm-single period problem for normally distributed yield
and demand. We extend this result to the multi-farm single period case and develop accurate
approximate solutions in Section 6. The multi-farm multi-period problem is discussed in Section
7. A case study in tomato farming is presented and the performance of the proposed approximate
solutions are compared to the optimal and to a number of benchmark solutions in Section 8. Finally,
conclusions are presented in Section 9.

2. Literature Survey

Agricultural planning activities can be grouped according to the planning horizon. For the long-
range planning, farms must be chosen, crops must be selected, and a planting schedule must be
determined, e.g. (Itoh et al. 2003), (Romero 2000), (Maatman et al. 2002), (Schilizzi and Kingwell
1999), (Jones et al. 2003). Once these decisions are given, shorter-range operational and tactical
planning decisions including harvesting decisions such as how to allocate transportation equip-
ment, labor force, scheduling of packing and processing plants, or amount of harvest per period can
improve the performance significantly (Widodo et al. 2006), (Ferrer et al. 2008). Planning problems
can also be grouped according to the type of plant that is of interest. Planning problems for annual
plants that survive for only one growing season and also for perennial plants that survive for more than one growing season are studied in the literature. In her thesis, Çönden (2009) presents the agricultural planning problem for annual and perennial plants with demand, maturation, harvest, and yield uncertainty. The reader is referred to the comprehensive review of Ahumada and Villalobos (2009) for the pertinent literature in the area of production planning problems in agricultural supply chains.

Our study is related to the agricultural planning models where both supply and demand risks are incorporated into the problem. Kazaz (2004) considers a production planning problem of a company that produces olive oil in the case of random yield and demand. Allen and Schuster (2004) develop a mathematical model to control the harvest risk in grape farming by scheduling of the harvest.

Our problem is a long-range planning problem for annual plants where seeding times and farm areas are determined. Merrill (2007) presents a similar contract farm selection and area determination problem for premium tomatoes. Once the farm areas are determined and the seeds are planted according to the optimal seeding times, harvest decisions can be optimized by using tactical planning approaches such as the methods presented in (Ahumada and Villalobos 2011a) and (Ahumada and Villalobos 2011b). These two papers also consider variability in harvest and maturation times and provide a planning method that manages the tradeoff between the added labor and distribution costs and the freshness at delivery of the products.

In its essence, the problem considered in this study is an inventory planning problem with random supply and demand. Yano and Lee (1995) present an extensive literature review of lot sizing models with random yield. Gerchak et al. (1988) present periodic review production models with random yield and demand.

In the solution of the single-period problem, we consider the newsvendor problem with random yield. Anupindi and Akella (1993) study the strategy of supplying from two suppliers. Dada et al. (2007) consider the procurement problem of a newsvendor when the suppliers are unreliable. Yang
et al. (2007) examine a supplier selection problem, where decision maker orders from a set of suppliers with different yields while facing a random demand.

Rekik et al. (2007) study the newsvendor problem with unreliable supply and investigate the optimal order quantities for different cases. We generalize the solution of Rekik et al. (2007) for the cases where both the mean and the standard deviation are written as a function of a variable.

There are two main contributions of this study. First, an analytical planning model for agricultural production with harvest, maturation, yield and demand uncertainty is presented and the analytic solutions of single-farm single-period, multiple farm-single period, and multiple farm-multiperiod problems are developed. Second, our work contributes to random yield, random demand problems by providing a closed form solution of the newsvendor problem when the demand and the supply are normal random variables and the mean and the standard deviation of the supply are functions of a decision variable.

3. Agricultural Planning Problem

We consider a firm that evaluates \( N \) different farms located in different regions. We use a discrete model where each period has the same length, typically a week. The planning horizon consists of \( T \) periods. Figure 1 depicts the weeks in a year where cherry farms located in different regions of Turkey are available for harvest. A company that supplies agricultural products to retailers throughout the year must use different farms located in different regions. In addition, since agricultural processes are random by nature, there is always a risk in the availability of the crop in each period for each farm. The production quantity at each farm, \( q_i(t) \) is random and depends on the planted area and the crop yield in that farm. The total production quantity, \( Q(t) \), is the total amount of crop supplied from all farms in period \( t \), \( Q(t) = \sum_{i=1}^{N} q_i(t) \).

The area to be seeded in each contracted farm \( i \) is \( a_i \). The period where farm \( i \) is seeded is referred as the seeding time and denoted with \( \tau_i, i = 1, \ldots, N \). In the planning problem, \( a_i \) and \( \tau_i, i = 1, \ldots, N \) are the decision variables.

Yield denoted with \( Y_i(t) \) is defined as the amount of output gained from one acre of seeded farm in period \( t \). When the harvest starts at farm \( i \), an output of \( a_iY_i(t) \) is obtained in period \( t \). We
model $Y_i(t)$ as a normal random variable with mean $E[Y_i(t)]$, variance $Var[Y_i(t)]$, and the standard deviation $\sigma[Y_i(t)]$.

The demand in period $t$ is a random variable denoted with $D(t)$. The mean, the variance, and the standard deviation of the demand are $E[D(t)]$, $Var[D(t)]$, and $\sigma[D(t)]$ respectively.

### 3.1. Optimization Problem

The objective of the firm is to maximize the total expected profit of a single product that is produced by multiple farms of an agricultural supply chain system over a planning period of $T$ periods.

The firm generates a revenue of $r(t)$ from sales of one unit of output to the retailer in period $t$. According to the contract, each contracted farm is paid for the whole production. The total production, distribution, and packaging cost of supplying one unit of production from each farm in period $t$ is $c(t)$. If the total supply is greater than the demand in a given period, the firm leaves the excess production at the farms in order not to incur unnecessary distribution and packaging costs. The distribution and packaging cost per unit of output is denoted with $s(t)$. We assume $r(t) > c(t) > s(t)$.

The optimization problem is determining the farm area $a_i$ and the seeding time $\tau_i$, $i = 1, \ldots, N$.
for each farm such that the total expected profit $E[\pi(a, \tau)]$ is maximized:

$$\begin{align*}
\text{Max}_{a, \tau} \ E[\pi(a, \tau)] &= \sum_{t=1}^{T} r(t)E[\min(Q(t), D(t))] + s(t)E[(Q(t) - D(t))^+] - c(t)E[Q(t)] \\
&= \sum_{t=1}^{T} (r(t) - s(t))E[\min(Q(t), D(t))] - (c(t) - s(t))E[Q(t)] \\
\end{align*}$$

where $a = (a_1, a_2, ..., a_N)$, and $\tau = (\tau_1, \tau_2, ..., \tau_N)$, and $(Q(t) - D(t))^+ = \max\{Q(t) - D(t), 0\}$.

### 3.2. Supply Model

We use a product form expression for the supply from farm $i$ at time $t$:

$$q_i(t) = I_{i, \tau_i}(t)Y_i(t)a_i$$

where $I_{i, \tau_i}(t)$ is an indicator variable that is 1 if the maturation time is completed and the farm is in its harvest period and farm $i$ is available for harvesting, i.e., the farm is in its harvest period in period $t$ when the seeds are planted in period $\tau_i$. By using available information such as the cumulative output per plant per day, the parameters of the distributions of $I_{i, \tau_i}(t)$ and $Y_i(t)$ can be estimated.

The lengths of the maturation and the harvest period are the two important factors for the output availability. These times are uncertain and highly dependent on weather. Using only the expected values in the planning can yield considerable deviation from the actual realization. The farm availability probability $p_{i, \tau_i}(t)$ is defined as the probability that the maturation duration of the farm is completed and an output from farm $i$ is available for harvest in period $t$ given that the seeds are planted in period $\tau_i$. Since $p_{i, \tau_i}(t)$ is defined as the probability that the output from farm $i$ will be available in period $t$ given that the seeds are planted in period $\tau_i$, $E[I_{i, \tau_i}(t)] = p_{i, \tau_i}(t)$.

The form and definition of the farm availability probability $p_{i, \tau_i}(t)$ allow us to use this parameter directly either by using past data or by incorporating expert opinion. Specifying $p_{i, \tau_i}(t)$ directly makes it easier to capture harvest risk dependencies among different farms possibly located in the same region.
Alternatively, the farm availability probability can be derived by using the distributions that represent the random maturation and harvest times. The length of the maturation and the harvest period are random variables and they are denoted with $M_{i,\tau_i}$ and $H_{i,\tau_i}$ respectively.

Figure 2 shows the timeline of the events in the model. We assume that the farms are seeded at the beginning of a period; the demand is realized at the beginning of each period; and the crops are gathered at the end of each period. Since no inventory can be kept due to the perishability of the product, the crops harvested in one period can only be used to satisfy the demand of the same period.

Accordingly, the indicator variable for the availability of farm $i$ at time $t$ $I_{i,\tau_i}(t)$ can be expressed in terms of $\tau_i$, $M_{i,\tau_i}$ and $H_{i,\tau_i}$ as

$$I_{i,\tau_i}(t) = \begin{cases} 1 & \tau_i + M_{i,\tau_i} \leq t < \tau_i + M_{i,\tau_i} + H_{i,\tau_i} \\ 0 & \text{otherwise} \end{cases}.$$  \hfill (2)

If the probability density functions of $M_{i,\tau_i}$ and $H_{i,\tau_i}$ are estimated from the data, the above function can be used to determine $p_{i,\tau_i}(t) = E[I_{i,\tau_i}(t)]$.

We assume that the firm has sufficient resources so that the harvest time is independent of the farm area. Since we are studying a problem in a supply chain for premium vegetables and fruits, firms make the necessary investments to complete the harvest without any resource conflicts. Note that once the long-range decisions are given in the best way to match supply and
demand, resources that are necessary for the harvest can be managed effectively by using the tactical planning approaches (Ahumada and Villalobos 2011a).

The total supply from a farm during the harvest period is dependent on the yield and also on the length of the harvest period. Therefore the moments of the distributions of the yield and the harvest length are interrelated to each other to give the observed moments of the total yield during the harvest period. Since $I_{i,\tau}(t)$ and $Y_i(t)$ are random variables, $Q(t)$ is also a random variable. The mean and variance of $Q(t)$ can be written as

$$E[Q(t)] = \sum_{i=1}^{N} E[q_i(t)] = \sum_{i=1}^{N} p_{i,\tau}(t) E[Y_i(t)] a_i,$$  \hspace{1cm} (3)

and

$$Var[Q(t)] = \sum_{i=1}^{N} \left( p_{i,\tau}(t) E[Y_i(t)^2] - p_{i,\tau}^2(t) E^2[Y_i(t)] \right) a_i.$$

$$\hspace{1cm} (4)$$

4. Newsvendor Problem with Random Supply

Before we present the solution methodologies for the problem given in Equation (1), we first focus on the newsvendor problem with normal supply and normal demand. We use this model to get insights and to derive general results that will be used in the solution of the agricultural planning problem.

In the newsvendor problem with random supply, the decision maker’s order decision yields a supply quantity that is random with a distribution that depends on the decision. Let the normally distributed random variables for the supply and demand be denoted with $Q$ and $D$ respectively. We assume that the mean and the standard deviation of the supply quantity $Q$ are functions of a single decision variable $x$, $E[Q] = f(x)$ and $\sigma(Q) = g(x)$ respectively. For example, in the newsvendor problem with a multiplicative random yield, when an order with a quantity of $x$ is given, the supply quantity obtained is $x\epsilon$ where $\epsilon$ is a random variable with mean $\mu_\epsilon$ and standard deviation $\sigma_\epsilon$. Accordingly, the supply quantity decision $x$ yields a supply that has a mean of $x\mu_\epsilon$ and a standard deviation of $x\sigma_\epsilon$. Therefore, we can set $f(x) = x\mu_\epsilon$ and $g(x) = x\sigma_\epsilon$ to analyze this case. In the agricultural planning problem, the farm area decision affects both the mean and also the standard deviation of the supply according to Equations (3) and (4).
After dropping the subscript \( i \) and \( t \), the expected profit for a single-period newsvendor problem with random supply can be written as

\[
E[\pi(x)] = (r - s)E[\min(Q, D)] - (c - s)E[Q]
\]  

(5)

where \( E[Q] = f(x) \) and \( \sigma[Q] = g(x) \). In our analysis, we utilize a result for the expected value of the minimum of two correlated normal random variables (Cain 1994). Accordingly, the expected value of the minimum of two correlated normal random variables can be written in closed form as

\[
E[\min(Q, D)] = E[Q]\Phi\left(\frac{E[D] - E[Q]}{\theta}\right) + E[D]\Phi\left(\frac{E[Q] - E[D]}{\theta}\right) - \theta\phi\left(\frac{E[D] - E[Q]}{\theta}\right)
\]  

(6)

where \( \Phi(\cdot) \) is the standard normal cumulative distribution function, \( \phi(\cdot) \) is the standard normal probability density function, \( \theta = \left(Var[Q] - 2\rho\sqrt{Var[Q]Var[D]} + Var[D]\right)^{1/2} \) and \( \rho \) is the correlation coefficient between \( Q \) and \( D \).

We assume that uncertainties affecting the supply and demand are independent. Accordingly, by using Equation (6) with \( \rho = 0 \), the expected profit for the newsvendor problem with normal supply and normal demand can be written as a function of the decision variable \( x \) as

\[
E[\pi(x)] = (r - s)f(x)\Phi\left(\frac{E[D] - f(x)}{h(x)}\right) + E[D]\Phi\left(\frac{f(x) - E[D]}{h(x)}\right) - h(x)\phi\left(\frac{E[D] - f(x)}{h(x)}\right) - (c - s)f(x)
\]  

(7)

where \( h(x) = \sqrt{g^2(x) + Var[D]} \).

By using the above closed-form expression for the expected total profit, the decision variables that maximize the expected total profit can be determined. The following theorem shows that the optimal \( x \) can be determined by solving a nonlinear equation.

**Theorem 1.** For the newsvendor problem with normally distributed supply and demand, if \( E[Q] = f(x) \) is linear and \( \sigma[Q] = g(x) \) is convex, the expected profit function is guaranteed to be a concave function and the optimal \( x \) that maximizes the expected profit satisfies the following equality

\[
f(x) = E[D] - h(x)\Phi^{-1}\left[\frac{c - s}{r - s} + g(x)\frac{\partial g(x)}{\partial x}h(x)^{-1}\phi\left(\frac{E[D] - f(x)}{h(x)}\right)\left(\frac{\partial f(x)}{\partial x}\right)^{-1}\right]
\]  

(8)
The proof is given in the Appendix. By using the above result, we analyzed the specialized cases of the newsvendor problem for additive, multiplicative, and additive-multiplicative random yield cases and showed that the results were the same as the optimal quantities presented in the analysis of Rekik et al. (2007). The main difference between the analysis of Rekik et al. (2007) and our result is that we use a more general approach to model supply uncertainty where the mean and variance of the supply quantity are functions of the decision variable. We use Theorem 1 to state the optimal solution of the single-farm, single-period problem in the next section.

5. Single-Farm, Single-Period Problem

In this section, we consider the single period case of the problem given in Equation (1) for a single farm. The single-period problem is of interest for planning problems for seasonal products and provides structural results that can be used for the general case. In this case, the demand exists only for a single period \( t^* \). The planning problem of annual plants is finding the optimal \( a_1 \) and \( \tau_1 \) to maximize the expected profit in period \( t^* \) that is given as

\[
E[\pi(a_1, \tau_1)] = r(t^*)E[\min(Q(t^*), D(t^*))] + s(t^*)E[(Q(t^*) - D(t^*))^+] - c(t^*)E[Q(t^*)]. \tag{9}
\]

This problem is a newsvendor problem with random demand and random supply. However, since the distribution of the supply quantity is not exactly normal in our planning problem, the single-farm single-period problem differs from the newsvendor problem with random supply problem described in Section 4.

The supply quantity depends on the availability of harvest in the related period which is a binary random variable and also on the farm yield which is a normal random variable. In period \( t \) the output quantity from farm \( i \) is equal to \( Y_i(t)a_i \) with probability \( p_{i, \tau_i}(t) \) and it is 0 with probability \( 1 - p_{i, \tau_i}(t) \). For the case when there is only one farm, \( \min(Q(t), D(t)) \) can be expressed as

\[
\min(Q(t), D(t)) = \begin{cases} 
0 & \text{with probability } 1 - p_{1, \tau_1}(t) \\
\min(Q'(t), D(t)) & \text{with probability } p_{1, \tau_1}(t)
\end{cases}
\]

where \( Q'(t) = a_1Y_1(t) \). Since \( Y_1(t) \) is normal, Equation (6) can be rewritten as

\[
E[\min(Q(t), D(t))] = p_{1, \tau_1}(t) \left( E[Q'(t)] \Phi \left( \frac{E[D(t)] - E[Q'(t)]}{\theta'(t)} \right) + E[D(t)] \Phi \left( \frac{E[Q'(t)] - E[D(t)]}{\theta'(t)} \right) \right)
\]
\[-\theta(t)\phi\left(\frac{E[D(t)] - E[Q'(t)]}{\theta'(t)}\right)\]

where \(E[Q'(t)] = E[Y_1(t)]a_1, \text{Var}[Q'(t)] = \text{Var}[Y_1(t)]a_1^2\) and \(\theta'(t) = \sqrt{\text{Var}[Y_1(t)]a_1^2 + \text{Var}[D(t)]}\).

Then the expected profit for period \(t^*\) given in Equation (9), can be written as

\[
E[\pi(a_1, \tau_1)] = (r(t^*) - s(t^*))p_{1, \tau_1}(t^*)E[Q'(t^*)]\Phi\left(\frac{E[D(t^*)] - E[Q'(t^*)]}{\theta'(t^*)}\right) + E[D(t^*)]\Phi\left(\frac{E[Q'(t^*)] - E[D(t^*)]}{\theta'(t^*)}\right) - (c(t^*) - s(t^*))p_{1, \tau_1}(t^*)E[Q'(t^*)].
\]

There are two decision variables in the problem: \(a_1\) and \(\tau_1\). The optimal farm area is determined by using the general result given in Theorem 1 for the newsvendor problem with normally distributed supply and demand.

**Theorem 2.** The optimal farm area that maximizes the expected profit for a given seeding time in the single-farm single-period problem satisfies the following equality

\[
a_1 = \frac{E[D(t^*)]}{E[Y_1(t^*)]} - \frac{\theta'(t^*)}{E[Y_1(t^*)]}\Phi^{-1}\left(\frac{c(t^*) - s(t^*)}{E[Y_1(t^*)]a_1}\right) + \frac{a_1\text{Var}[Y_1(t^*)]}{E[Y_1(t^*)]a_1^2}\phi\left(\frac{E[D(t^*)] - E[Y_1(t^*)]a_1}{\theta'(t^*)}\right)
\]

where \(\theta'(t^*) = \sqrt{\text{Var}[Y_1(t^*)]a_1^2 + \text{Var}[D(t^*)]}\).

The proof is given in the Appendix.

From the equation above, the optimal decision for the farm area can be found for a given seeding time decision. Next we give the result for the optimal seeding time for the problem of annual plants.

**Theorem 3.** The optimal seeding time is the time that yields the highest farm availability probability at the desired period \(t^*\).

The proof is given in the Appendix.

The most important managerial insight from Theorems 2 and 3 is that the seeding area decision can be separated from the seeding time decision. More specifically, the farm availability probability is dependent on the maturation time harvest time uncertainties. Therefore the maturation and harvest time uncertainty can be mitigated by determining the seeding time while the yield and demand uncertainty can be mitigated by determining the farm area.
6. Multi-Farm, Single-Period Problem

For the planning problem for the multi-farm single-period setting, there are multiple farms available and before the planning period starts, the decision maker needs to determine the seeding areas and the seeding times for those farms to maximize the profit in period $t^*$. Figure 3 shows a sample distribution of $q_i(t)$ and $Q(t)$ obtained by simulation for a particular case with 3 farms over 10 periods.

![Figure 3 The histogram of $q_i(t)$s and $Q(t)$](image)

The expected profit for period $t^*$ is written as

$$E[\pi(a, \tau)] = (r(t^*) - s(t^*))E[\min(Q(t^*), D(t^*))] - (c(t^*) - s(t^*))E[Q(t^*)].$$  \hfill (12)

6.1. Exact Solution of the Multi-Farm, Single-Period Problem

By using the farm availability probabilities, the expected total output from $N$ farms can be written as

$$E [Q(t^*)] = \sum_{\alpha_1=0}^{1} \ldots \sum_{\alpha_N=0}^{1} \left( \prod_{i=1}^{N} p_{i,\tau_i}^\alpha (t^*) (1 - p_{i,\tau_i} (t^*))^{1-\alpha_i} \right) E \left[ \sum_{i=1}^{N} q_i'(t^*)\alpha_i \right].$$

where $q_i(t') = Y_i(t)a_i$.

Then the expected profit from $N$ farms for a single period can be expressed as

$$E[\pi(a, \tau)] = \sum_{\alpha_1=0}^{1} \ldots \sum_{\alpha_N=0}^{1} \left( \prod_{i=1}^{N} p_{i,\tau_i}^\alpha (t^*) (1 - p_{i,\tau_i} (t^*))^{1-\alpha_i} \right) \left( (r(t^*) - s(t^*))E \left[ \min \left( \sum_{i=1}^{N} q_i'(t^*)\alpha_i, D(t^*) \right) \right] - (c(t^*) - s(t^*))E \left[ \sum_{i=1}^{N} q_i'(t^*)\alpha_i \right] \right)$$ \hfill (13)
Since \(q'(t)\) is normally distributed, the expansion of the expectation of the minimum of two normal random variables given in Equation (6) yields a closed-form expression for Equation (13). We next show that this expected profit is a concave function of farm areas. As a result, maximization of Equation (13) yields the desired optimal farm areas.

**Theorem 4.** \(E[\pi(a, \tau)]\) is a concave function of \(a\). For all \(N\) values, \(N, \in R^+\), there exist a unique \(a = (a_1, ..., a_N)\), that maximizes the expected profit function, \(E[\pi(a, \tau)]\).

The proof is given in the Appendix.

In numerical experiments, it is observed that Theorem 3 also holds for the optimal seeding time for each farm in the multi-farm problem. Namely, the optimal seeding time for each farm in the multi-farm single-period case is the time that yields the highest farm availability probability for that farm at the desired period \(t^*\). A formal proof of this result is left for future research.

### 6.2. Normal Approximation for The Solution of Multi-Farm, Single-Period Problem

For the general case, the number of computations to evaluate the profit function in Equation (13) increases exponentially as the number of farms increases. Since the total supply is the sum of the output from different farms, we expect that the distribution of the total supply approaches to the normal distribution as the number of farms increases. Accordingly, we approximate the supply as a normally distributed random variable in each period \(t\).

Under the approximation that the total supply is normally distributed, expanding Equation (1) directly by using Equation (6) yields

\[
\tilde{\pi}(a, \tau) = (r(t^*) - s(t^*)) \left( E[Q(t^*)] \Phi \left( \frac{E[D(t^*)] - E[Q(t^*)]}{\theta(t^*)} \right) + E[D(t^*)] \Phi \left( \frac{E[Q(t^*)] - E[D(t^*)]}{\theta(t^*)} \right) \right) - \theta(t^*) \phi \left( \frac{E[D(t^*)] - E[Q(t^*)]}{\theta(t^*)} \right) - (c(t^*) - s(t^*)) E[Q(t^*)]
\]

(14)

where \(\tilde{\pi}\) is the expected profit obtained when \(Q(t)\) is approximated with a normal random variable with the mean and the variance provided in Equations (3) and (4).

Since this case is identical to the newsvendor problem with normal supply and demand when the seeding times are given, Theorem 1 yields the desired farm sizes directly. Using \(E[Q(t)]\) and
Var\[Q(t)\] in Equation (8) yields the farm area that maximizes the expected profit under the normality assumption of the total supply, \(\tilde{a}_i^*\).

**Theorem 5.** For given seeding times, the optimal farm areas that maximize the expected profit for the multi-farm single-period under the normality assumption of the total supply satisfy the following set of equations for \(i = 1, \ldots, N\):

\[
\tilde{a}_i^* = \frac{1}{p_i \tau_i(t^*) E[Y_i(t^*)]} E[D(t^*)] \theta(t^*) \Phi^{-1} \left( \frac{c(t^*) - s(t^*)}{r(t^*) - s(t^*)} \right) - \frac{(E[Y_i(t^*)]^2 - p_i \tau_i(t) E[Y_i(t^*)]) a_i}{E[Y_i(t^*)] \theta(t^*)} \phi \left( \frac{E[D(t^*)] - E[Q(t^*)]}{\theta(t^*)} \right). \tag{15}
\]

Since the result follows Theorem 1 directly, the proof is omitted.

We next give the result for the best seeding time that maximizes the expected profit under the normality assumption of the total supply.

**Theorem 6.** The seeding time that maximizes the expected profit under the normality assumption of the total supply is the time that yields the highest farm availability probability at the desired period \(t^*\).

The proof is given in the Appendix.

Note that Theorem 3 and Theorem 6 suggest that both for the exact solution and for the approximated solution, the best seeding time decision is the one that gives the maximum harvest probability for the target period. As a result, the seeding time obtained with the normality assumption is optimal.

In order to evaluate the performance of the approximate solution of the multi-farm single-period case for annual plants, we analyzed 480 cases with different number of farms, expected yield, expected demand, production cost and harvest probability values. The parameters of scenarios are given in Table 1. In the experiments, all farms are assumed to have the same harvest, maturation, and yield characteristics. For each case, we obtained the optimal solution by determining the optimal farm area by maximizing the expected profit given in Equation (13) for all possible seeding times. Figure 4 shows the percentage difference between the optimal solution and the approximated
solution of the multi-farm single-period problem for different $N$ values. Figure 4 shows that the difference between the optimal solution and the approximate solution is 2.3% when there is only one farm and it decreases to 0.001% rapidly as the number of farms increases to 8. As a result, this approximation method can be used effectively.
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**Figure 4** The relationship between the number of farms and the percentage error between the optimal solution and the approximation for the Multi-farm Single-period problem

7. Multi-Farm Multi-Period Problem

We now consider the planning problem when the planning period consists of $T$ periods and the number of available farms is $N$. In the beginning of the planning period, the decision maker needs to decide the farm areas to be seeded and the seeding times to maximize the expected total profit during the planning period.

7.1. Exact Solution of the Multi-Farm, Multi-Period Problem

The planning problem of annual plants where the decision variables are farm areas and seeding times can be expressed as a nonlinear assignment problem given below:

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$ :</td>
<td>1,...,8</td>
</tr>
<tr>
<td>$r(t^*)$ :</td>
<td>5</td>
</tr>
<tr>
<td>$c(t^*)$ :</td>
<td>2.3</td>
</tr>
<tr>
<td>$s(t^*)$ :</td>
<td>0.5</td>
</tr>
<tr>
<td>$E[D(t^*)]$ :</td>
<td>2000</td>
</tr>
<tr>
<td>$\sigma[D(t^*)]$ :</td>
<td>200, 400, 600</td>
</tr>
<tr>
<td>$\max(p_{i,t^*}r_{i})$ :</td>
<td>1, 0.9, 0.8, 0.7, 0.6</td>
</tr>
<tr>
<td>$E[Y_i(t^*)]$ :</td>
<td>6000</td>
</tr>
<tr>
<td>$\sigma[Y_i(t^*)]$ :</td>
<td>600, 1200</td>
</tr>
</tbody>
</table>

Table 1 Parameters of Scenarios
\[
\text{Max}_{\mathbf{a}, \tau} \quad E[\pi(\mathbf{a}, \tau)]
\]  
(16)

subject to

\[
\tau_i = \sum_{t=1}^{T} tW_i(t), \quad i = 1, \ldots, N
\]
\[
\sum_{t=1}^{T} W_i(t) \leq 1, \quad i = 1, \ldots, N
\]
\[
W_i(t) \in \{0, 1\}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T
\]  
(17)

where \(E[\pi(\mathbf{a}, \tau)]\) is the total expected profit in \(T\) periods. In the above formulation, the seeding time \(\tau_i\) is expressed as an assignment decision where a binary decision variable \(W_i(t)\) determine in which period from \(t = 1\) to \(T\) farm \(i\) is seeded.

The total profit of all periods is equal to the sum of profits in each period. Since it is assumed that no inventory is carried from one period to another in order to preserve the freshness of the premium products, the expected total profit for the multi-period case is the sum of the expected profits for a single period given in Equation (13) for all the time periods:

\[
E[\pi(\mathbf{a}, \tau)] = \sum_{t=1}^{T} (r(t) - s(t)) \sum_{\alpha_i=0}^{1} \ldots \sum_{\alpha_N=0}^{1} \prod_{i=1}^{N} p_i^{\alpha_i}(t)(1 - p_i^{1-\alpha_i}(t))E \left[ \min \left( \sum_{i=1}^{N} q_i(t)\alpha_i, D(t) \right) \right] - (c(t) - s(t))E[Q(t)].
\]  
(18)

This expected profit is a concave function of farm areas as shown in Theorem 7.

**Theorem 7.** \(E[\pi(\mathbf{a}, \tau)]\) is a concave function of \(\mathbf{a}\) and there exists a unique \(\mathbf{a} = (a_1, \ldots, a_N)\), that maximizes the expected profit function, \(E[\pi(\mathbf{a}, \tau)]\).

**Proof.** Theorem 4 proves that \(E[\pi(\mathbf{a}, \tau)]\) is a concave function of \(\mathbf{a}\) when \(T = 1\). Since the sum of concave functions is concave, the expected profit for the multi-period multi-farm case given in Equation (18) is concave. □

As a result, maximization of Equation (18) yields the desired optimal farm areas.
7.2. Normal Approximation for the Solution of Multi-Farm, Multi-Period Problem

Since the planning problem is a mixed-integer nonlinear optimization problem where the objective function has an evaluation complexity of $O(2^n)$, direct solution is not computationally feasible. We propose using an approximate solution to this problem where the normal approximation for the total supply is used and an iterative solution procedure is employed to determine the farm areas and seeding times.

Accordingly, we approximate the supply quantity in each period $t$ as a normally distributed random variable with mean $E[Q(t)]$ and variance $Var[Q(t)]$ given in Equations (3) and (4). By using Equation (7), the expected profit can be written as:

$$
\tilde{\pi}(\mathbf{a}, \mathbf{\tau}) = \sum_{t=1}^{T} (r(t) - s(t)) \left( E[Q(t)] \Phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) + E[D(t)] \Phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) \right)
- \theta \Phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) - (c(t) - s(t))E[Q(t)].
$$

(19)

Using the normality assumption for total supply leads to a nonlinear integer model where the objective function in Equation (16) is replaced with the concave objective function given in Equation (19) and solved with the assignment constraints given in Equation (17).

In order to improve the computational efficiency compared to solving a nonlinear integer optimization problem, we propose a two-stage approach where in the first stage the farm areas are determined for given seeding time. When the farm areas are given, the model given in Equations (16)-(17) is a linear assignment problem. By solving this assignment problem in the second stage, the best seeding times are determined for the given seeding areas. These two problems are solved iteratively to obtain an approximate solution to the multi-farm multi-period planning problem for annual plants.

7.3. Mean-value Solution of the Multi-farm Multi-period Problem

In the numerical experiments, we compare the solution of the stochastic planning problem with the solution obtained by using a mean-value approach. When the planning problem is modelled by using only the expected values of the random variables for yield, demand, maturation and harvest
length, the indicator variable \( I_{i,\tau_i}(t) \) becomes a definite parameter, \( I_{i,\tau_i}'(t) \), and it can be written as
\[
I_{i,\tau_i}'(t) = \begin{cases} 
1 & \tau_i + E[M_{i,\tau_i}] \leq t < \tau_i + E[M_{i,\tau_i}] + E[H_{i,\tau_i}] \\
0 & \text{otherwise}
\end{cases}
\] (20)

Then, the optimization problem for the multi-farm, multi-period problem when the random variables are replaced with their expected values is given as
\[
\max_{a,\tau} \sum_{t=1}^{T} r(t) \min(\bar{Q}(t), E[D(t)]) + s(t)(\bar{Q}(t) - E[D(t)])^+ - c(t)\bar{Q}(t)
\] (21)
subject to
\[
\bar{Q}(t) = \sum_{i=1}^{N} I_{i,\tau_i}'(t)E[Y_i(t)] a_i, \quad t = 1,\ldots,T
\]
\[
\tau_i = \sum_{t=1}^{T} tW_i(t), \quad i = 1,\ldots,N
\]
\[
\sum_{t=1}^{T} W_i(t) \leq 1, \quad i = 1,\ldots,N
\]
\[
W_i(t) \in \{0,1\}, \quad i = 1,\ldots,N; t = 1,\ldots,T
\] (22)

The above problem is a nonlinear maximization problem. However it can be rewritten as a linear programming problem by defining \( \bar{Q}(t) - E[D(t)] = \Delta^+_t - \Delta^-_t \) where \( \Delta^+_t \geq 0, \Delta^-_t \geq 0 \).

8. A Case Study and Numerical Results

In this section, we first discuss the case of tomato farming and focus on data availability and input parameter selection. Then we evaluate the performance of the proposed solution methodology by comparing the results with the results obtained by using an approach that does not take risks into account.

8.1. A Case Study in Tomato Farming

In order to explain the problem, we discuss the case of a firm that buys premium tomato seeds from a seed producer and then contracts a number of farms in different geographical regions to plant these seeds and produce premium fruits and vegetables. Once tomatoes are harvested, the output is transported from all contracted farms to the packaging and processing facilities by the
firm and then distributed to retailers. A similar agribusiness supply chain for tomato farming is also described by Merrill (2007). Tan (2011) presents the case of Alara Agribusiness in cherry farming.

The prices of tomato seeds vary from $0.01 per seed for commodity tomatoes to $4 per seed for specialty tomatoes. For example the seeds of Summer Sun Yellow that is a specialty premium tomato are sold by a Biotech firm at a price of $350,000 per kg or $0.9 per seed. Each seed can yield an output of 20 kg that can be sold at a retail price of $26 per kg. An intermediary firm buys these seeds and distributes them to a number of farms with a contract that specifies the farm area to be used to plant and grow these seeds. The contract sets an agreed price to be paid to the farmers for each kilogram of production. Farmers plant the seeds and once these seeds are matured, they start harvesting and continue until the end of the harvest season. Each week, the intermediary firm makes a payment to the farmers based on the total output from in that week, transport the quantity that is needed to satisfy the demand that week to a packaging facility, package them, and distribute to the retailers to meet their demand. In this agribusiness supply chain, the intermediary firm can realize a substantial benefit by managing the risks in the best way possible to match supply and demand.

Now consider one of possible farms for contracting located in Southern California. The farmer collected detailed information about the harvest time, maturation time, and the yield for different varieties of tomatoes (for example, see Chester 2011). Figure 5 shows the maturation time and harvest length for tomatoes in different years. Figure 6 gives the cumulative output from each plant. These figures show that the maturation time, harvest length, and the output exhibit high variability within a year and also from one year to another. Since an agribusiness works with a high number of contracted farms, they must be selected; the farm areas to be contracted must be determined; and the seeding times must be set in such a way that these variabilities are taken into account in the best way possible to maximize the expected profit. The cumulative output data can be used to estimate the farm availability probabilities and also the yield distribution parameters.
8.2. Performance of the Solution Methodology

We now consider a 10-period problem with up to 10 farms. In order to evaluate the performance of the solution methodology, we compare the solutions obtained by using the methodology presented in this paper with the approaches that do not consider variability. In order to test the performance in a wide range of system parameters, three demand patterns including a level demand, increasing, leveling, and then decreasing demand, and highly varying demand are considered for the expected values of the demand. For each pattern, low variability and high variability cases are considered. The expected maturation time is taken as 3 weeks and 4 different demand distributions are used.
Similarly, the expected harvest length is taken as 4 weeks and 4 different distributions are used. These combinations yield 980 different cases of the problem by using the parameters of scenarios given in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>1, ..., 10</td>
</tr>
<tr>
<td>$T$</td>
<td>10</td>
</tr>
<tr>
<td>$r(t)$</td>
<td>5</td>
</tr>
<tr>
<td>$c(t)$</td>
<td>2, 4</td>
</tr>
<tr>
<td>$s(t)$</td>
<td>0.5</td>
</tr>
<tr>
<td>$E[Y_i(t)]$</td>
<td>6000</td>
</tr>
<tr>
<td>$cv[D(t)]$</td>
<td>0.1, 0.3</td>
</tr>
<tr>
<td>$cv[Y_i(t)]$</td>
<td>0.1</td>
</tr>
<tr>
<td>$M_{i,\tau_i}$</td>
<td>Uniform(2,4), Uniform(1,5)</td>
</tr>
<tr>
<td>$H_{i,\tau_i}$</td>
<td>Uniform(3,5), Uniform(2,6)</td>
</tr>
<tr>
<td>$DD(t_1, t_2, ..., t_T : p_1, p_2, ..., p_T)$</td>
<td>is a general discrete distribution.</td>
</tr>
</tbody>
</table>

In order to evaluate the performance of the proposed method for the multi-farm multi-period problem for annual plants, we considered a number of benchmark solutions.

8.2.1. **Comparison with the Exact Solution** As a benchmark solution, first the optimal solution of the problem when $N \leq 4$ is determined for 288 scenarios generated by using the parameters given in Table 2. The farm areas that maximize the expected profit given in Equation (18) are determined for all possible combinations of seeding times to get the optimal solution for these cases.

Second, a mean-value solution is obtained by using a linear formulation for perennial plants that determines the farm areas when the seeding times are given and all the random variables in the original problem are replaced with their expected values. This formulation is given in Section 7.3. The mixed-integer linear formulation of the problem are solved by using CONOPT solver in GAMS to determine both the farm areas and the seeding times. This method is referred as $AT_{exp}$.
Finally, we find the solution by using a two-stage iterative method. For the numerical experiments, we start from an initial solution where all the farm areas are equal to each other and the seeding times are the ones that maximize the problem in (19)-(17) for equal farm sizes. The iterative solution procedure is continued until the difference between two successive solutions is smaller than a predetermined threshold. In the numerical experiments, the iterations are continued until the maximum deviation between the farm areas at the successive iterations for a given farm is less than 0.1%. It is observed that this procedure is quite efficient and converges to a solution in a few number of iterations. However, a formal proof for the convergence of the algorithm is not given in this paper. This method is referred as $AT\text{\textsubscript{norm-iter}}$.

The farm areas and the seeding times obtained from each method is used to determine the expected total profit $E[\pi(a,\tau)]$ by evaluating Equation (18). The average optimality gap that is the percentage difference between the optimal solution and the solution obtained by each method is shown in Table 3 when $N \leq 4$. Table 3 shows that modeling all the uncertainties explicitly is very beneficial. The model that considers all the uncertainties ($AT\text{\textsubscript{norm-iter}}$) provides results that are 5.5% closer to the optimal solution compared to the model that only uses the expected values of all the random variables ($AT\text{\textsubscript{exp}}$).

<table>
<thead>
<tr>
<th>N</th>
<th>Optimality Gap(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$AT\text{\textsubscript{norm-iter}}$</td>
</tr>
<tr>
<td>2</td>
<td>2.76</td>
</tr>
<tr>
<td>3</td>
<td>4.34</td>
</tr>
<tr>
<td>4</td>
<td>3.29</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>3.46</strong></td>
</tr>
</tbody>
</table>

Table 3 Comparison of different solution methods for the Multi-farm Multi-period problem for annual plants

8.2.2. Comparison with the Mean-value Solution Since finding the exact solution is not computationally feasible for large values of $N$, we compared the performance of the proposed iterative method to the solution obtained by using the expected values when $1 \leq N \leq 10$. 98 scenarios are generated for each $N$ value by using the parameters given in Table 2. The percentage improvement of the proposed solution compared to the deterministic solution is depicted in Figure
7. The average improvement of these cases is around 15% and the proposed solution yields an expected profit that is more than 20% better compared to the mean-value approach when \( N \geq 6 \). These numerical experiments show that the proposed method performs substantially better compared to the planning approaches where the uncertainties are not taken into consideration directly. Moreover, the comparative benefit of the stochastic planning approach gets better as the number of farms increases.

9. Conclusion
In this study, we consider an agricultural planning problem of a firm that contracts different farms located in different regions when both demand and supply are random. We first provide a detailed model of the supply from different farms that have maturation time, harvest time, and yield uncertainty. The single period problem is similar to the newsvendor problem with random yield. We provide a general solution to the newsvendor problem when the supply and the demand are normally distributed random variables. By using this result, we provide the analytical solution for the single-period single-farm case. This solution yields a nonlinear equation to be solved for the optimal area. The optimal seeding time is shown to be the one that gives the highest farm availability probability at the period where the demand is realized. For the single period case, we show that the seeding area decision can be separated from the seeding time decision. More
specifically, the maturation and harvest time uncertainty can be mitigated by determining the seeding time while the yield and demand uncertainty can be mitigated by determining the farm area.

The computational complexity to determine the objective function exactly increases exponentially with the number of farms. Therefore we present an approximation method that assumes normality of the total supply coming from multiple farms. For the single-period problem, our numerical experiments show that this approximation is very accurate and provides results that deviate from the optimal optimal solution by 2.3% on average for a single farm and improves very rapidly as as the number of farms increases. For example, the optimality gap decreases to 0.001% when the number of suppliers is 8.

In the second part, we analyze the multi-period, multi-supplier problem for annual plants. We propose an iterative approach to determine both the optimal farm areas and also the optimal seeding areas with the normal approximation for the total supply. We evaluate the performance of the solution methods by using a wide range of system parameters. The proposed iterative approach that determines both the farm areas and the seeding times yields a profit that is 16% higher on average than the profit obtained by using the mean-value approach that does not take uncertainty into account.

The realized increase in expected profit that is obtained by incorporating harvest, yield, and demand uncertainty directly in the planning method is quite substantial for the agricultural sector. Therefore we present this planning methodology as an effective tool for agricultural planning under yield, harvest, and demand uncertainty.
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**Appendix**

**Proof of Theorem 1**

The first derivative of $E[\pi(x)]$ given in Equation (7) is

$$
\frac{\partial E[\pi(x)]}{\partial x} = (r - s) \left( \frac{\partial f(x)}{\partial x} \Phi \left( \frac{E[D] - f(x)}{h(x)} \right) - g(x) \frac{\partial g(x)}{\partial x} h(x)^{-1} \phi \left( \frac{E[D] - f(x)}{h(x)} \right) \right) - (c - s) \frac{\partial f(x)}{\partial x}
$$

(23)

where $h(x) = \sqrt{g^2(x) + Var[D]}$.

The second derivative of the profit function can be written as

$$
\frac{\partial^2 E[\pi(x)]}{\partial x^2} = \frac{\partial^2 f(x)}{\partial x^2} \varphi_1 - h(x)^{-3} \varphi_2 \phi \left( \frac{E[D] - f(x)}{h(x)} \right)
$$

where $\varphi_1 = (r - s) \Phi \left( \frac{E[D] - f(x)}{h(x)} \right) - (c - s)$ and

$$
\varphi_2 = \left( \frac{\partial f(x)}{\partial x} h(x) + g(x) \frac{\partial g(x)}{\partial x} \left( \frac{E[D] - f(x)}{h(x)} \right) \right)^2 + Var[D] \left( g(x) \frac{\partial^2 g(x)}{\partial x^2} + \left( \frac{\partial g(x)}{\partial x} \right)^2 \right) + g(x)^3 \frac{\partial^2 g(x)}{\partial x^2}.
$$
The terms $\Phi\left(\frac{E[D]-f(x)}{h(x)}\right)$ and $\phi\left(\frac{E[D]-f(x)}{h(x)}\right)$ are always non-negative. Also $h(x) = \sqrt{g^2(x) + \text{Var}[D]}$ and $g(x)$ that is the standard deviation of the total supply are non-negative.

Since $r > c$ but $0 \leq \Phi(\cdot) \leq 1$, $\varphi_1$ can be positive or negative.

If $\frac{\partial^2 g(x)}{\partial x^2} \geq 0$ then $\varphi_2$ is guaranteed to be non-negative. Then if $\frac{\partial^2 g(x)}{\partial x^2} \geq 0$, and $\frac{\partial^2 f(x)}{\partial x^2} = 0$, $\frac{\partial^2 E[\pi(x)]}{\partial x^2}$ is guaranteed to be non-positive. Equivalently, if $g(x)$ is convex and $f(x)$ is linear, then $E[\pi(x)]$ is concave and $x$ value that satisfies the first order optimality condition is the optimal $x$ that maximizes $E[\pi(x)]$. By using Equation (23), rearranging $\frac{\partial E[\pi(x)]}{\partial x} = 0$ yields the equality given in Equation (8) $\Box$

**Proof of Theorem 2**

The structure of the expected profit for period $t^*$ given in Equation (10) is the same as the expected profit function for the newsvendor problem with random supply given in Equation (7). Since $E[Q^*(t^*)] = f'(a_1) = E[Y_1(t)] a_1$ is linear and $\sigma[Q^*(t^*)] = g'(a) = \sigma[Y_1(t)] a_1$ is also linear, the objective function is concave according to Theorem 1. Furthermore the optimal $a_1$ must satisfy Equation (8):

$$f'(a_1) = E[D(t^*)] - \theta'(t^*) \Phi^{-1} \left[ \frac{(c(t^*) - s(t^*))}{(r(t^*) - s(t^*))} + g'(a_1) \frac{\partial g'(a_1)}{\partial a_1} \frac{\theta'(t^*)}{\theta'(t^*)} \right] \left( \frac{\partial f'(a_1)}{\partial a_1} \right)^{-1}$$

(24)

After replacing the $f'(a_1)$, $g'(a_1)$, $\frac{\partial g'(a_1)}{\partial a_1}$ and $\frac{\partial f'(a_1)}{\partial a_1}$ in Equation (24), the optimality condition for $a_1$ becomes the one given in Equation (11). $\Box$

**Proof of Theorem 3**

The derivative of the expected profit given in Equation (10) with respect to $p_{1,\tau_1}(t^*)$ is

$$\frac{\partial E[\pi(a_1, \tau_1)]}{\partial p_{1,\tau_1}(t^*)} = \left( r(t^*) - s(t^*) \right) \left( E[Q(t^*)] \Phi \left( \frac{E[D(t^*)] - E[Q(t^*)]}{\theta'(t^*)} \right) \right) + E[D(t^*)] \Phi \left( \frac{E[Q(t^*)] - E[D(t^*)]}{\theta'(t^*)} \right) - \theta'(t^*) \phi \left( \frac{E[D(t^*)] - E[Q(t^*)]}{\theta'(t^*)} \right) - (c(t^*) - s(t^*)) E[Q(t^*)]$$

which can be rewritten as

$$\frac{\partial E[\pi(a_1, \tau_1)]}{\partial p_{1,\tau_1}(t^*)} = \frac{E[\pi(a_1, \tau_1)]}{p_{1,\tau_1}(t^*)}.$$
It is known that in the optimal solution \( E[\pi(a_1, \tau_1)] \geq 0 \) and \( p_{1,\tau_1}(t^*) \geq 0 \). Then \( \frac{\partial E[\pi(a_1, \tau_1)]}{\partial p_{1,\tau_1}(t^*)} \geq 0 \).

Let us consider a single farm that has the farm area of \( a_1 > 0 \) that maximizes the expected profit given in Equation (10) when the seeding time is \( \tau_1 \). Let \( \tau'_1 \neq \tau_1 \) be another seeding time, such that the farm availability probability at period \( t^* \) given that the seeding time is \( \tau_1, p_{1,\tau_1}(t^*) \), is greater then the same probability when the seeding time is \( \tau'_1, p_{1,\tau'_1}(t^*) \). Since \( \frac{\partial E[\pi(a_1, \tau_1)]}{\partial p_{1,\tau_1}(t^*)} \geq 0 \), \( E[\pi(a_1, \tau_1)] \geq E[\pi(a_1, \tau'_1)] \) if and only if \( p_{1,\tau_1}(t^*) \geq p_{1,\tau'_1}(t^*) \). If \( \tau_1 \) is the optimal seeding time, \( E[\pi(a_1, \tau_1)] \geq E[\pi(a_1, \tau'_1)] \) for \( \forall \tau'_1 \neq \tau_1 \). As a result, the optimal seeding time is the time that yields the highest farm availability probability at the desired period \( t^* \). □

**Proof of Theorem 4**

Equation (13) can be rewritten as

\[
E[\pi(a, \tau)] = \sum_{\alpha_1=0}^{1} \ldots \sum_{\alpha_N=0}^{1} \left( \prod_{i=1}^{N} \frac{p_{1,\tau_i}(t^*) (1 - p_{1,\tau_i}(t^*))^{1 - \alpha_i}} {E[Y_i(t^*)] + Z\sigma[Y_i(t^*)]} \right) A(a, \tau)
\]

where

\[
A(a, \tau) = (r(t^*) - c(t^*)) \left( \sum_{i=1}^{N} (E[Y_i(t^*)] + Z\sigma[Y_i(t^*)]) a_i \alpha_i \right) + (r(t^*) - s(t^*)) \left( \sum_{i=1}^{N} (E[Y_i(t^*)] + Z\sigma[Y_i(t^*)]) a_i \alpha_i - D(t^*) \right)
\]

and \( Z \) is a standard normal random variable.

The function \( A(a, \tau) \) can be represented as the limit of a sequence \( \{A_m\} \). In \( A_m(a, \tau) \), the random variables \( Z \) and \( D(t^*) \) take values with corresponding probabilities in a finite range. Since \((\cdot)^+\) is a convex function, for each pair of the values of \( Z \) and \( D(t^*) \), \( A_m(a, \tau) \) is concave in \( a \). Then \( E[A_m(a, \tau)] \) is also concave. Since the sequence \( \{A_m\} \) converges pointwise to \( A(a, \tau) \), \( E[A(a, \tau)] \) is also concave. Finally \( E[\pi(a, \tau)] \) is a linear combination of concave functions and therefore it is also concave in \( a \). □

**Proof of Theorem 6**

Let us consider a farm whose farm area \( a_i \) is set to maximize the the expected profit function given in Equation (14) for the given seeding time \( \tau_i \). The derivative of the expected profit function given in Equation (14) with respect to \( p_{i,\tau_i} \) can be written as
The difference of these two terms can be written as
\[ (r(t) - c(t)) \frac{a_i(E[Y_i(t)]^2 - p_{i,\tau_i}(t)E[Y_i(t)]^2)}{\theta(t)} \phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) \]

Since \( a_i \) is set to maximize the expected profit, \( \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial a_i} = 0 \). By reorganizing Equation (15), \( \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial a_i} \) can be written as follows;
\[ \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial a_i} = p_{i,\tau_i} \left( E[Y_i(t)]((r(t) - c(t)) \Phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) \right) = 0. \]

In both equations, \( r(t) - c(t) > 0, a_i > 0, \theta(t) > 0 \) and \( \phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) > 0 \) by definition. Since \( \text{Var}[X] = E[X^2] - E[X]^2 \geq 0 \) and \( 0 \leq p_{i,\tau_i}(t) \leq 1, E[Y_i(t)^2] - 2p_{i,\tau_i}(t)E[Y_i(t)]^2 \geq 0 \) and \( E[Y_i(t)^2] - p_{i,\tau_i}(t)E[Y_i(t)]^2 \geq 0 \). Since the first terms are the same in the two equations, to show \( \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial p_{i,\tau_i}} \geq 0 \) while \( \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial a_i} = 0 \), it is sufficient to prove
\[ (r(t) - c(t)) \frac{a_i(E[Y_i(t)]^2 - p_{i,\tau_i}(t)E[Y_i(t)]^2)}{\theta(t)} \phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) \geq 0. \]

The difference of these two terms can be written as \( \frac{a_i(r(t) - c(t))}{2\theta(t)} \phi \left( \frac{E[D(t)] - E[Q(t)]}{\theta(t)} \right) E[Y_i(t)^2] \). Since all multiplier factors are greater or equal to zero, the term is non-negative. This proves that when \( \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial a_i} = 0, \frac{\partial E[\tilde{\pi}(a, \tau)]}{\partial p_{i,\tau_i}} \geq 0 \).

Let us consider two seeding times \( \tau_i^k \) and \( \tau_i^{k'} \), such that the probability of harvesting in period \( t \) given that seeding time is \( \tau_i^k, p_{i,\tau_i^k}(t) \), greater then the same probability when the seeding time is \( \tau_i^{k'}, p_{i,\tau_i^{k'}}(t) \). Let \( a_i^* \) denote the optimal \( a \) for the seeding time \( \tau_i^k \). The above result shows that for all \( \tau_i^k, \tau_i^{k'} \in T, \tilde{\pi} \left( a_i^*, \tau_i^k \right) \) is greater or equal to \( \tilde{\pi} \left( a_i^*, \tau_i^{k'} \right) \) when \( p_{i,\tau_i^k}(t) \geq p_{i,\tau_i^{k'}}(t) \). As a result the seeding time that maximizes the expected profit under the normality assumption of the total supply is the one that yields the highest farm availability probability. \( \Box \).