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Abstract—Local Differential Privacy (LDP) is a popular standard for privacy-preserving data collection. Numerous LDP protocols have been proposed in the literature which differ in how they provide higher utility in different settings. Yet, few have engaged in analyzing the privacy relationships of these protocols under varying settings, and consequently, it is non-trivial to select which LDP protocol is best to use in a newly emerging application. In this paper, we present an adversarial approach to protocol analysis and selection and make three original contributions. First, we introduce a Bayesian adversary to analyze the privacy relationships of LDP protocols under varying settings. We show that different protocols have substantially different responses to the attack effectiveness of the Bayesian adversary, measured in terms of Adversarial Success Rate (ASR). Second, we provide a formal and empirical analysis on a set of privacy and utility-critical factors, including encoding parameters, privacy budget, data domain, adversarial knowledge, and statistical distribution. We show that different settings of these factors have significant effects on the ASRs of LDP protocols, and no protocol provides consistently low ASR across all settings. Third, we design and develop LDPLens, a prototype implementation of our proposed framework. Given a data collection scenario with various factors and constraints, LDPLens enables optimized selection of a desirable LDP protocol for the given scenario. We evaluate the effectiveness of LDPLens using three case studies with real-world datasets. Results show that LDPLens recommends a different protocol in each case study, and the protocol recommended by LDPLens can yield up to 1.5-2 fold reduction in utility loss, ASR or privacy budget compared to a randomly selected protocol.
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I. INTRODUCTION

In recent years, Local Differential Privacy (LDP) has emerged as a popular notion for privacy-preserving data collection in client-server settings [1]–[6]. In LDP, each client locally perturbs their sensitive data on their device before sending the perturbed output to the data collector. Since privacy is achieved on the client device via randomized perturbation, LDP enables privacy-preserving analytics in scenarios where clients do not trust the data collector. Due to its desirable properties, LDP has received significant attention from the research community as well as the industry, including Google’s RAPPOR for analyzing Chrome browser settings [4], Apple’s implementation in iOS to collect popular emojis and trending words for typing recommendation [2], [7], and Microsoft’s implementation in Windows 10 for collecting application telemetry [3].

The popularity of the LDP notion has led to the development of several LDP protocols such as GRR, BLH, OLH, RAPPOR, OUE and SS [4], [6], [8]–[10]. New applications often use existing LDP protocols as building blocks for building complex systems with richer capabilities. For example, among recent applications, [11] uses GRR, RAPPOR and OUE protocols as building blocks, [12] uses GRR and OLH protocols as building blocks, [13] uses the OUE protocol, and [14] uses GRR and OLH protocols. Yet, each protocol has a different way of encoding and perturbing client data, and each different application has a different setting in terms of privacy budget $\varepsilon$, data domain, encoding parameters, statistical data distribution, and so forth. While existing research has recognized the utility impact of such factors [1], [6], [12], [13], [15], their privacy impacts have been relatively less studied. Consequently, it is also difficult for a non-expert to select which LDP protocol and $\varepsilon$ to use for a newly emerging application.

In this paper, we present an adversarial approach to LDP protocol analysis and selection, and make three contributions. First, we introduce a Bayesian adversary model to formally analyze the privacy relationships of LDP protocols under varying settings. We show that different protocols may have substantially different responses to the attack effectiveness of the Bayesian adversary, measured in terms of Adversarial Success Rate (ASR). Second, we provide a formal and empirical analysis of six popular LDP protocols (GRR, BLH, OLH, RAPPOR, OUE, SS) using a set of privacy and utility-critical factors including encoding parameters, privacy budget $\varepsilon$, data domain $\mathcal{U}$, adversarial background knowledge, and statistical data distribution. We mathematically derive expected ASR under each protocol using expected value analysis; furthermore, we perform experimental analysis using four datasets, including real-world URL page visit datasets. Our derivations and experimental results show that: (i) Changing the values of protocols’ internal encoding and construction-related parameters has substantial impact on ASR (3–4 fold or more). (ii) ASR tends to differ from protocol to protocol even under the same $\varepsilon$, due to changes in data domain, encoding,
perturbation strategy, and statistical data distribution. (iii) One protocol may yield higher ASR than another protocol under a certain set of factors, but the opposite may be true under a different set of factors. These findings show that no single protocol yields optimal utility and lowest ASR consistently across different combinations of factors.

Motivated by the above findings, the third contribution of this paper is the design and development of LDPLens, a prototype implementation of our proposed framework for LDP protocol selection. Through its customizable modules, LDPLens enables its user to specify the aforementioned factors together with the adversary model (including but not limited to our Bayesian adversary) and the utility measurement method. Then, given a utility loss constraint (resp. ASR constraint), LDPLens formulates the protocol selection problem as an optimization problem with the goal of finding the protocol that minimizes ASR (resp. utility loss) under the given constraint. This process enables finding the most desirable protocol and suitable $\epsilon$ budget to be used in the given scenario.

We demonstrate the effectiveness of LDPLens through three case studies on real datasets. We use our Bayesian adversary’s ASR as the adversary model and $L_1$-norm error in frequency estimation as the utility measurement method. Results of the case studies show that: (i) The most desirable protocol in each case study is different; thus, finding the most desirable protocol in a new scenario is not trivial without LDPLens. (ii) There is clear benefit in using the protocol selected by LDPLens rather than a random protocol, since it enables substantial utility loss reduction, ASR reduction or $\epsilon$ budget savings.

The rest of this paper is organized as follows. In Section II, we review LDP background and briefly describe popular LDP protocols. In Section III, we formally define our Bayesian adversary $A$ and mathematically derive the expected ASR of $A$ under each protocol. In Section IV, we perform experimental analysis with our adversary model. In Section V, we describe the design and development of LDPLens. We summarize related work in Section VI and conclude in Section VII.

II. BACKGROUND AND PRELIMINARIES

A. Local Differential Privacy

Local Differential Privacy (LDP) is a popular notion for privacy-preserving data collection. In a typical LDP scenario, there exist several clients (users) and a data collector (server). We denote by $L$ the client population and by $U$ the universe (domain) of clients’ possible true values. For client $\ell \in L$, we say that $v_\ell \in U$ is $\ell$’s true value. To ensure LDP, $v_\ell$ is encoded and perturbed by a randomized algorithm $\Psi$ on the client’s side, and the perturbed output is sent to the server.

Definition 1 ($\epsilon$-LDP): A randomized algorithm $\Psi$ satisfies $\epsilon$-local differential privacy ($\epsilon$-LDP), where $\epsilon > 0$, if and only if for any two inputs $v_1, v_2$ in universe $U$, it holds that:

$$\forall y \in \text{Range}(\Psi) : \frac{\Pr[\Psi(v_1) = y]}{\Pr[\Psi(v_2) = y]} \leq e^\epsilon \tag{1}$$

where $\text{Range}(\Psi)$ denotes the set of all possible outputs of $\Psi$. $\epsilon$-LDP ensures that given the perturbed output $y$, an adversary will not be able to distinguish whether the original value was $v_1$ or $v_2$ with probability odds-ratio higher than $e^\epsilon$. Parameter $\epsilon$ is often called the privacy budget. Lower $\epsilon$ yields stronger privacy.

Upon collecting perturbed outputs from many clients, the server performs estimation to recover statistics pertaining to the general client population. One fundamental building block for many downstream tasks is frequency estimation [2], [6], [13], [15]. For $v \in U$, let $C(v)$ denote the true count of $v$ (i.e., number of true observations of $v$ among $L$) and let $\hat{C}(v)$ denote the estimated count of $v$ (i.e., the count estimated by the server after the LDP protocol). The difference between $C(v)$ and $\hat{C}(v)$ is called the estimation error. Several protocols were developed in the literature with goals such as minimizing estimation error, client-side computation cost or client-server communication cost for various settings of $U$, $L$, $\epsilon$, etc. In the next section, we briefly characterize six representative LDP protocols, showing that these protocols by design differ in: (1) the mechanisms for encoding and perturbing client data on client devices, and (2) the mechanisms for aggregating and estimating from perturbed data on the server-side.

B. LDP Protocols

Here, we give the technical characterizations of six LDP protocols: GRR, BLH, OLH, RAPPOR, OUE, SS. For each protocol, we first explain the client-side encoding and perturbation procedures, then the server-side estimation procedure.

Generalized Randomized Response (GRR) is a generalization of the randomized response survey technique introduced in [16] to support non-binary $U$ and arbitrary $\epsilon$. GRR uses direct encoding such that $\text{ENCODE}_{GRR}(v_\ell) = y_\ell$. The perturbation algorithm $\Psi_{GRR}$ perturbs the encoded value and outputs $y_\ell \in U$ with probability:

$$\Pr[\Psi_{GRR}(v_\ell) = y_\ell] = \begin{cases} p = \frac{e^{\epsilon} + 1}{e^\epsilon + q} & \text{if } y_\ell = v_\ell \\ q = \frac{e^\epsilon}{e^\epsilon + q} & \text{if } y_\ell \neq v_\ell \end{cases} \tag{2}$$

where $|U|$ denotes the size of the universe. This satisfies $\epsilon$-LDP since $\frac{p}{q} = e^\epsilon$. The client sends $y_\ell$ to the server.

On the server side, upon receiving perturbed responses from all clients, to perform estimation for some value $v \in U$ the server first finds $\hat{C}(v)$: total number of clients who reported $v$ as their perturbed output. Then, the estimate $\hat{C}(v)$ is computed as:

$$\hat{C}(v) = \frac{\hat{C}(v) - |L| \cdot q}{p - q} \tag{3}$$

Binary Local Hashing (BLH) is inspired by [8], which uses random matrix projection for building Succinct Histograms (SH). Instead of a random matrix projection that can be expensive to construct and perform matrix multiplication, [6] proposed that using a random hash function $H$ from a universal hash function family $H$ is logically equivalent. It was noted in [15] that Hadamard transform is also similar in essence to BLH. It can be used to speed up BLH in cases where evaluating a Hadamard entry is faster than evaluating hash functions.

Let $H$ be a universal hash function family such that each hash function $H \in H$ maps a value from $U$ into one bit, i.e.,
Here, without loss of generality, we give the version with unary data that can be encoded via binary, unary or complex encoding. That is, OLH allows the client to encode $v_i$ into an integer in range $[1, g]$ instead of a single bit, where $g \geq 2$ is an adjustable parameter of the protocol. The rationale is to address BLH’s excessive utility loss in cases where binary encoding is suboptimal. OLH’s approach was shown to yield substantial utility improvement compared to BLH when $\varepsilon$ and $|\mathcal{U}|$ are large [6]. The default value of $g$ is $g = e^{\varepsilon} + 1$ as derived and used in [6], [12].

Let $\mathcal{H}$ be a universal hash function family where each $H \in \mathcal{H}$ maps a value from $\mathcal{U}$ into an integer in $[1, g]$, i.e., $H : \mathcal{U} \rightarrow [1, g]$. Each client $\ell$ randomly draws $H_\ell \leftarrow \mathcal{H}$ and computes integer $x_\ell$ as: $x_\ell = H_\ell(v_i)$. Encoding result is the tuple: $\text{ENCODE}_{\text{OLH}}(v_i) = (H_\ell, x_\ell)$. Perturbation algorithm $\text{P}_{\text{OLH}}$ perturbs $x_\ell$ to $x'_\ell$ such that:

$$\forall i \in [1, g]: \quad \Pr[x'_\ell = i] = \begin{cases} \frac{e^\varepsilon}{e^\varepsilon + g - 1} & \text{if } x_\ell = i \\ \frac{1}{e^\varepsilon} & \text{if } x_\ell \neq i \end{cases}$$ (6)

The client sends tuple $(H_\ell, x'_\ell)$ to the server.

The server receives tuples of the form $(H_\ell, x'_\ell)$ from all clients $\ell \in \mathcal{L}$. To perform estimation for value $v$, the server computes $\text{Sup}(v)$: total number of clients whose reported tuples satisfy the constraint: $x'_\ell = H_\ell(v)$. Then, the estimate $\tilde{C}(v)$ is computed as:

$$\tilde{C}(v) = \frac{(e^\varepsilon + g - 1) \cdot (g \cdot \text{Sup}(v) - |\mathcal{L}|)}{(e^\varepsilon - 1) \cdot (g - 1)}$$ (7)

RAPPOR was originally developed by Google and implemented in Chrome [4], [9]. While the original version of RAPPOR relies on Bloom filters for encoding string data, variants of RAPPOR were deployed in follow-up works for data that can be encoded via binary, unary or complex encoding depending on the application scenario [5], [6], [17], [18]. Here, without loss of generality, we give the version with unary encoding.

Client $\ell$ initializes a bitvector $B_\ell$ with length $|\mathcal{U}|$. The client sets $B_\ell[v_i] = 1$, and for all remaining positions $j \neq v_i$, $B_\ell[j] = 0$. Then, the perturbation step of RAPPOR takes as input $B_\ell$ and outputs a perturbed bitvector $B'_\ell$. Perturbation algorithm $\text{P}_{\text{RAPPOR}}$ considers each bit in $B'_\ell$ one-by-one, and either keeps or flips it with probability:

$$\forall i \in [1, |\mathcal{U}|]: \quad \Pr[B'_\ell[i] = 1] = \begin{cases} \frac{e^{\frac{\varepsilon}{2}}}{e^{\frac{\varepsilon}{2} + 1} + 1} & \text{if } B_\ell[i] = 1 \\ \frac{e^{\varepsilon}}{e^{\varepsilon} + 1} & \text{if } B_\ell[i] = 0 \end{cases}$$ (8)

The client sends $B'_\ell$ to the server.

The server receives perturbed bitvectors $B'_\ell$ from all clients $\ell \in \mathcal{L}$. To perform estimation for value $v$, $\text{Sup}(v)$ is computed as the total number of received bitvectors that satisfy: $B'_\ell[v] = 1$. Then, the estimate $\tilde{C}(v)$ is computed as:

$$\tilde{C}(v) = \frac{\text{Sup}(v) + |\mathcal{L}| \cdot (a - 1)}{2a - 1}$$ (9)

where $a$ is the bit keeping probability: $a = \frac{e^{\varepsilon^2}}{e^{\varepsilon^2} + 1}$.

Optimized Unary Encoding (OUE) has the same encoding phase as RAPPOR with unary encoding, but its bit keeping and flipping probabilities are different. It treats the 0 and 1 bits asymmetrically to improve accuracy of server-side estimation [6], [13].

Client $\ell$ initializes bitvector $B_\ell$ with length $|\mathcal{U}|$ such that $B_\ell[v_i] = 1$, and for all remaining positions $j \neq v_i$, $B_\ell[j] = 0$. Perturbation algorithm $\text{P}_{\text{OUE}}$ takes as input $B_\ell$ and produces perturbed bitvector $B'_\ell$ such that:

$$\forall i \in [1, |\mathcal{U}|]: \quad \Pr[B'_\ell[i] = 1] = \begin{cases} \frac{1}{2} & \text{if } B_\ell[i] = 1 \\ \frac{1}{e^{\varepsilon} + 1} & \text{if } B_\ell[i] = 0 \end{cases}$$ (10)

The client sends $B'_\ell$ to the server.

The server receives perturbed bitvectors $B'_\ell$ from all clients $\ell \in \mathcal{L}$. To perform estimation for value $v$, $\text{Sup}(v)$ is computed as the total number of received bitvectors that satisfy: $B'_\ell[v] = 1$. Then, the estimate $\tilde{C}(v)$ is computed as:

$$\tilde{C}(v) = \frac{2 \cdot (e^\varepsilon + 1) \cdot \text{Sup}(v) - |\mathcal{L}|}{e^\varepsilon - 1}$$ (11)

Subset Selection (SS) operates by having each client $\ell$ report a randomly selected subset $Z_\ell$ of $\mathcal{U}$ to the server [10], [15]. Client’s true value $v_i$ has higher probability of being included in their reported $Z_\ell$, compared to other values in $\mathcal{U} \setminus \{v_i\}$ which are sampled uniformly randomly without replacement. The subset size $k = |Z_\ell|$ is a key parameter of the protocol. In [10], [15], it was noted that the default value of $k$ is $k = \frac{|\mathcal{U}|}{e^{\varepsilon} + 1}$.

The execution of the SS protocol starts by initialising an empty subset $Z_\ell$. Algorithm $\text{P}_{\text{SS}}$ adds $v_i$ to $Z_\ell$ with probability $\frac{k \cdot e^\varepsilon}{e^\varepsilon + |\mathcal{U}| - k}$. It constructs the remainder of $Z_\ell$ as follows:

- If $v_i$ was added to $Z_\ell$ in the previous step, then $k - 1$ items are sampled from $\mathcal{U} \setminus \{v_i\}$ uniformly randomly without replacement, and they are added to $Z_\ell$.
- If $v_i$ was not added to $Z_\ell$ in the previous step, then $k$ items are sampled from $\mathcal{U} \setminus \{v_i\}$ uniformly randomly without replacement, and they are added to $Z_\ell$.

The client sends resulting $Z_\ell$ to the server.

The server receives randomized subsets $Z_\ell$ from all clients $\ell \in \mathcal{L}$. The server defines $\sigma_k$ and $\theta_k$ as:

$$\sigma_k = \frac{ke^\varepsilon}{ke^\varepsilon + |\mathcal{U}| - k} \quad \theta_k = \frac{(k - 1)(ke^\varepsilon) + (|\mathcal{U}| - k)k}{(|\mathcal{U}| - 1)(ke^\varepsilon + |\mathcal{U}| - k)}$$
To perform estimation for value $v$, $Sup(v)$ is computed as the total number of clients in $\mathcal{L}$ whose reported subset $Z_\ell$ contains $v$. Then, the estimate $\hat{c}(v)$ is computed as:

$$\hat{c}(v) = \frac{Sup(v) - |\mathcal{L}| \cdot \theta_k}{\sigma_k - \theta_k}$$ (12)

### III. BAYESIAN ADVERSARY AND ANALYSIS

In this section, we introduce our Bayesian adversary model and analyze LDP protocols under this common adversary. In Section III-A, we formalize the Bayesian adversary, its prediction strategy, and adversarial success measurement method. In Sections III-B to III-G, we apply the adversary to each protocol and mathematically derive the adversary’s expected success rate under each protocol. In Section III-H we summarize the findings of our formal analysis; and in Section III-I we explain the intuition behind the results and provide practical examples.

#### A. Adversary Model $A$

1) Adversary Setting: In accordance with the LDP assumption that each client’s data is perturbed locally on their device and only the perturbed version is visible to the outside world, we assume that the adversary only observes the perturbed report sent from a client to the server. The adversary can be the server itself, a man-in-the-middle who observes the communication between the client and the server, or a third party analyst with whom the collected data is shared. Furthermore, we consider two adversary flavors:

- **Without Background Knowledge (w/o BK):** Adversary has no prior knowledge of client data distribution, and performs Bayesian inference using only the client’s perturbed report.

- **With Background Knowledge (w/ BK):** Adversary has prior knowledge of statistical data distribution, but does not know the individual true value $v_\ell$ of any $\ell$. Prior knowledge could be obtained from auxiliary resources, e.g., node degrees in social networks and video viewings on Youtube follow power-law distributions [13], [19], [20], browser, homepage, and password-related statistics are published for research purposes [21], [22], and the likes of geolocation density and city traffic statistics can be retrieved from the Web [23]–[25]. The adversary may use such information sources to form his/her BK.

By default, our mathematical analyses in this section assume an adversary w/o BK. The impact of BK is explored in the next sections, for varying levels of BK (Section IV-D) and for varying statistical distributions (Section IV-E).

2) Adversary Formalization: Let $A$ denote the adversary. For client $\ell$, let $O_\ell$ denote $A$’s observations of LDP protocol outputs sent from $\ell$ to the server, e.g., in case of RAPPOR, $O_\ell = \{B'_\ell\}$; in case of OLH, $O_\ell = \{(H_\ell, x'_\ell)\}$. The goal of $A$ is to correctly predict $v_\ell$ given $O_\ell$. Denoting by $v_\ell^p$ the adversary’s prediction, the optimal Bayesian prediction strategy is:

$$v_\ell^p = \arg\max_{\hat{v} \in \mathcal{U}} \Pr[\hat{v} | O_\ell]$$ (13)

The first step follows from Bayes’ theorem and the second step is because $\Pr[O_\ell]$ is constant as the adversary maximizes over variable $\hat{v}$. We say that $A$ made a correct prediction if and only if $v_\ell = v_\ell^p$ and a false prediction otherwise. For the adversary w/ BK, we insert the background knowledge into Equation 15 via $\Pr[\hat{v}]$, i.e., by specifying an informed prior.

3) Measurement Methods: We use the Adversarial Success Rate (ASR) metric for measuring $A$’s prediction success. ASR can be defined as the probability that the adversary’s prediction is correct, i.e., $\Pr[v_\ell = v_\ell^p]$. It can be measured both empirically and mathematically. Empirically, for a client population $\mathcal{L}$, ASR is measured as the ratio of clients whose true value is correctly predicted by $A$:

$$ASR = \frac{\# \text{ of clients } \ell \in \mathcal{L} \text{ such that } v_\ell = v_\ell^p}{|\mathcal{L}|}$$ (16)

Mathematically, it is also possible to derive the expected ASR of $A$ through formal expected value analysis:

$$E[ASR] = E[\Pr[v_\ell = v_\ell^p]]$$ (17)

We perform expected ASR analysis in the remainder of this section. We perform empirical ASR analysis in Section IV.

4) Relationship Between ASR and the Ability to Protect Privacy: Intuitively, given the LDP protocol’s outcome $O_\ell$, adversary $A$ predicts the user’s true value as the most likely value that would have led to the observed $O_\ell$. Then, ASR measures the ratio of cases in which $A$’s predictions are correct. Clearly, a protocol that better "protects" the user’s true value will yield lower ASR. Therefore, higher ASR can be interpreted as lower ability to protect the user’s true value, hence less privacy. On the other hand, we also note the goal for ASR is not to become the “most perfect” privacy measurement method. Rather, it serves as a tool to successfully demonstrate that under a practical Bayesian adversary model, different protocols yield different adversarial resilience.

#### B. Applying $A$ to GRR

Analysis of GRR is most straightforward among all protocols. Observe from $\Psi_{GRR}$ in Equation 2 that $\Pr[y_\ell = v_\ell^p] > \Pr[y_\ell = v']$ for all $v' \in \mathcal{U} \setminus \{v_\ell\}$. Thus, the Bayes-optimal prediction strategy for $A$ is to predict $v_\ell^p$ as: $v_\ell^p = y_\ell$. Then:

$$E[ASR] = E[\Pr[v_\ell = v_\ell^p]] = \Pr[v_\ell = y_\ell] = \frac{\sigma}{\sigma + |\mathcal{L}| - 1}$$ (18)

Since GRR uses direct encoding, expected ASR under GRR need not be conditioned on the expected behavior of a hash function (as in BLH/OLH) or item sampling (as in SS). Hence, GRR’s expected ASR behavior is closest to its empirical performance.
C. Applying A to BLH

BLH uses client-side hashing, hence our analysis must take into account the expected behavior of the hash function $H_f$. Since $H_f$ is picked from a universal family, its average behavior is to hash half of $U$ into 0 bit whereas the remaining half of $U$ is hashed to 1 bit. Observe from $\Psi_{BLH}$ in Equation 4 that $\Pr[b^f_i = b_i] > \Pr[b^i_f = \neg b_i]$. Thus, the Bayes-optimal prediction strategy for $A$ is to predict $\nu^p_i$ by random choice from subset of items which hash to $b^f_i$ given $H_f$. That is: $\nu^p_i \leftarrow S \ U_{H_i,b^f_i}$ where $U_{H_i,b^f_i}$ is the subset of $U$ satisfying the condition $H_f(\nu_i) = \{v|v \in U, H_f(v) = b^f_i\}$. From this, we derive expected ASR under BLH as:

$$\mathbb{E}[\text{ASR}] = \mathbb{E}[\Pr[\nu = \nu^p_i]] = 1 - \mathbb{E}[\Pr[\nu \neq \nu^p_i]]$$

(19)

$$= 1 - \frac{e^c}{e^c + 1} \cdot \frac{\mathbb{E}|U_{H_i,b^f_i}| - 1}{\mathbb{E}|U_{H_i,b^f_i}|} = \frac{1}{e^c + 1}$$

(20)

$$= 1 - \frac{e^c}{e^c + 1} \cdot \frac{|U_i| - 1}{|U_i|} = \frac{1}{e^c + 1}$$

(21)

$$= 1 - \frac{e^c}{(e^c + 1) \cdot |U|} = \frac{e^c}{(e^c + 1) \cdot |U|}$$

(22)

In BLH’s expected ASR, $|U|$ is a multiplicative factor in the denominator as opposed to GRR’s expected ASR in which $|U|$ is additive. Consequently, $|U|$ plays a large role in BLH’s expected ASR often being lower than GRR’s expected ASR.

D. Applying A to OLH

Recall that OLH uses g-ary hash encoding. Thus, in OLH, the average behavior of hash function $H_f$ is to hash $|U|/g$ values to each hash bucket $x \in [1, g]$. By Equation 6, we know that $\Pr[x^f_i = x_i] > \Pr[x^i_f = i]$ for all $i \neq x_i$ and $1 \leq i \leq g$. Hence, the Bayes-optimal prediction strategy for $A$ is to predict $\nu^p_i$ by random choice from subset of items which hash to $x^f_i$, i.e.: $\nu^p_i \leftarrow S \ U_{H_i,x^f_i}$ where $U_{H_i,x^f_i}$ is the subset of $U$ defined as: $U_{H_i,x^f_i} = \{v|v \in U, H_i(v) = x^f_i\}$. Expected ASR is derived as:

$$\mathbb{E}[\text{ASR}] = \mathbb{E}[\Pr[\nu = \nu^p_i]] = 1 - \mathbb{E}[\Pr[\nu \neq \nu^p_i]]$$

(23)

$$= 1 - \frac{e^c}{e^c + 1} \cdot \frac{\mathbb{E}|U_{H_i,x^f_i}| - 1}{\mathbb{E}|U_{H_i,x^f_i}|} = \frac{g - 1}{e^c + g - 1}$$

(24)

To solve further, we must consider two cases.

Case 1: $(|U|/g) \leq 1$: In this case, $\mathbb{E}|U_{H_i,x^f_i}| = 1$ since $x^f_i$ is reported. Then, continuing from Equation 24, $\mathbb{E}[\text{ASR}]$ becomes:

$$\mathbb{E}[\text{ASR}] = 1 - \frac{e^c}{e^c + g - 1} \cdot \frac{1 - 1}{1} = \frac{e^c}{e^c + g - 1}$$

(25)

Case 2: $(|U|/g) > 1$: In this case, $\mathbb{E}|U_{H_i,x^f_i}| = (|U|/g)$. Then, continuing from Equation 24, $\mathbb{E}[\text{ASR}]$ becomes:

$$\mathbb{E}[\text{ASR}] = 1 - \frac{e^c}{e^c + g - 1} \cdot \frac{\frac{|U|}{g} - 1}{|U|} = \frac{g - 1}{e^c + g - 1}$$

(26)

$$= 1 - \frac{e^c(|U| - g)}{|U|(e^c + g - 1)} - \frac{g - 1}{e^c + g - 1}$$

(27)

$$= \frac{e^c g}{|U|(e^c + g - 1)}$$

(28)

We finish the derivation by combining the final steps of Case 1 and Case 2. We find that expected ASR under OLH overall is:

$$\mathbb{E}[\text{ASR}] = \frac{e^c}{(e^c + g - 1) \cdot \max\{\frac{|U|}{e^c}, 1\}}$$

(29)

Note that expected ASR under OLH found in Equation 29 is also dependent on the encoding parameter $g$. If the default value of $g$, which is $g = e^c + 1$ [6], [12], is plugged into Equation 29 we obtain:

$$\mathbb{E}[\text{ASR}] = \frac{2e^c}{(e^c + 1) \cdot \max\{\frac{|U|}{e^c}, 1\}}$$

(30)

From Equation 30, we observe that when $e$ is large enough that $e^c + 1 > |U|$, then OLH’s expected ASR will be upper bounded by $\frac{1}{2}$. For smaller $e$, expected ASR under OLH will be smaller than $\frac{1}{2}$.

E. Applying A to RAPPOR

RAPPOR uses bitvector encoding with client $\ell$ sending perturbed bitvector $B^f_\ell$ to the server. We define a set of pairwise disjoint events $E_0, E_1, ..., E_{|U|}$ as follows. Event $E_0$ is the case where the original bit was flipped to 0 in $B^f_\ell$. For all remaining events $E_i$ where $i \in [1, |U|]$, event $E_i$ is the case where the original 1 bit is kept and $i - 1$ other bits that were 0 in the client’s original bitvector became 1 in $B^f_\ell$ due to bit flipping. Then, we have:

$$\mathbb{E}[\text{ASR}] = \sum_{i=0}^{\log|U|} \Pr[\nu = \nu^p_i \land E_i]$$

(31)

Below, we calculate each entry in the right hand side summation in Equation 31 separately. Finally, we sum them up. $\mathbb{E}[\text{ASR}]$ with Event $E_0$:

$$\Pr[\nu = \nu^p_i \land E_0] = \Pr[\nu = \nu^p_i | E_0] \cdot \Pr[E_0]$$

(32)

$$= \frac{1}{|U|} \cdot \frac{e^c/2}{e^c/2 + 1} \cdot \frac{|U|-1}{e^c/2 + 1}$$

(33)

The rationale is as follows. By definition of $\Psi_{RAPPOR}$, we have: $\Pr[E_0] = \frac{1}{|U|}$. To compute $\Pr[\nu = \nu^p_i | E_0]$, we observe that given the original bit was flipped to 0, if any other bit is flipped to 1, A’s optimal prediction strategy is to pick among the indexes with 1 bit. Thus, the only way for $A$ to predict $\nu^p_i = \nu^p_0$ is if no original 0 bits are flipped to 1, which happens with probability $\left(\frac{e^c/2}{e^c/2 + 1}\right)^{|U|-1}$, and under that scenario, the correct prediction probability is $\frac{1}{|U|}$. We combine them to arrive at Equation 33.

$\mathbb{E}[\text{ASR}]$ with Event $E_i$ where $1 \leq i \leq |U|:

$$\Pr[\nu = \nu^p_i \land E_i] = \Pr[\nu = \nu^p_i | E_i] \cdot \Pr[E_i]$$

(34)

$$= \frac{1}{|U|} \cdot \frac{e^c/2}{e^c/2 + 1} \cdot \text{Bin}(i-1; |U| - 1, \frac{1}{e^c/2 + 1})$$

(35)
where \( \text{Bin}(i - 1; |U| - 1, \epsilon) \) denotes a Binomial distribution with \(|U| - 1\) trials, success probability \( \frac{1}{e^{\epsilon/2} + 1} \), and exactly \( i - 1 \) successes. The rationale is as follows. To compute \( \Pr[E_i] \), we observe that the original 1 bit is kept with probability \( \frac{1}{e^{\epsilon/2} + 1} \) by \( \Psi_{\text{RAP}} \). Among the \(|U| - 1\) bits that were initially 0, the probability of \( i - 1 \) of them being flipped to 1 by \( \Psi_{\text{RAP}} \) can be modeled by a Binomial distribution that is reflected in the rightmost Binomial entry of Equation 35. To compute \( \Pr[v_i = v_i^p | E_i] \), we observe that the Bayes-optimal prediction strategy for \( \mathcal{A} \) is random guess among the indexes in \( B \) that contain the 1 bit. By definition of \( E_i \), the original 1 bit is kept, and additionally \( i - 1 \) bits that were originally 0 were flipped to 1; thus there are a total of \( i \) 1 bits. The success probability of \( \mathcal{A}'s \) guess is therefore \( \frac{1}{i} \). Combining all, we arrive at Equation 35.

Total \( \mathbb{E}[\text{ASR}] \) under RAPPO: To arrive at RAPPO’s expected ASR, we plug Equation 33 and 35 into Equation 31 to sum up individual ASRs from all individual events. The final result is:

\[
\mathbb{E}[\text{ASR}] = \frac{1}{|U|} \left( \frac{e^{\epsilon/2}}{e^{\epsilon/2} + 1} \right)^{|U| - 1} + \sum_{i=1}^{\frac{|U|}{2}} \frac{e^{\epsilon/2}}{(e^{\epsilon/2} + 1)^i} \cdot \text{Bin}(i - 1; |U| - 1, \frac{1}{e^{\epsilon/2} + 1}) \quad (36)
\]

F. Applying \( \mathcal{A} \) to OUE

While OUE uses the same bitvector encoding as unary RAPPO, its perturbation algorithm \( \Psi_{\text{OUE}} \) behaves differently. In particular, for any bit that is originally 1, \( \Psi_{\text{OUE}} \) keeps or flips the bit with equal probability \( \frac{1}{2} \). In contrast, for any bit that is originally 0, it is kept with high probability \( \frac{e^{\epsilon/2}}{e^{\epsilon/2} + 1} \) and flipped with smaller probability \( \frac{1}{e^{\epsilon/2} + 1} \). For this \( \Psi_{\text{OUE}} \), we establish that for any index \( j \), if \( B'_i[j] = 0 \) is observed by \( \mathcal{A} \), then in the original bitvector \( B_i \), the probability that \( B'_i[j] = 0 \) is higher than the probability that \( B_i[j] = 1 \). Consequently, the Bayes-optimal prediction strategy for \( \mathcal{A} \) is picking among the indexes \( j \) in \( B'_i \) that have: \( B'_i[j] = 1 \).

Similar to RAPPO, we define a set of pairwise disjoint events \( E_0, E_1, \ldots, E_{|U|} \) as follows. Event \( E_0 \) is the case where the original 1 bit in the client’s bitvector is flipped to 0 in \( B'_i \). For all remaining events \( E_i \) where \( i \in [1, |U|] \), event \( E_i \) is the case where the original 1 bit is kept and \( i - 1 \) other bits that were 0 in the client’s original bitvector became 1 in \( B'_i \). Then:

\[
\mathbb{E}[\text{ASR}] = \sum_{i=0}^{|U|} \Pr[v_i = v_i^p \land E_i] \quad (37)
\]

\( \mathbb{E}[\text{ASR}] \) with Event \( E_0 \):

\[
\Pr[v_i = v_i^p \land E_0] = \Pr[v_i = v_i^p | E_0] \cdot \Pr[E_0] = \frac{1}{|U|} \cdot \frac{1}{2} \cdot \left( \frac{e^{\epsilon/2}}{e^{\epsilon/2} + 1} \right)^{|U| - 1} \quad (38)
\]

The rationale is as follows. By definition of \( \Psi_{\text{OUE}} \), we have: \( \Pr[E_0] = \frac{1}{2} \). To compute \( \Pr[v_i = v_i^p | E_0] \), we observe that given the original bit was flipped to 0, if any other bit is flipped to 1, \( \mathcal{A}'s \) optimal strategy is to pick among the indexes with 1 bit. Thus, the only way for \( \mathcal{A} \) to predict \( v_i^p = v_i^p \) is if no original 0 bits are flipped to 1, which happens with probability \( \left( \frac{e^{\epsilon/2}}{e^{\epsilon/2} + 1} \right)^{|U| - 1} \), and under that scenario, the probability that \( \mathcal{A}'s \) prediction is successful is \( \frac{1}{|U|} \).

\[
\mathbb{E}[\text{ASR}] = \sum_{i=0}^{|U|} \frac{1}{2|U|} \cdot \left( \frac{e^{\epsilon/2}}{e^{\epsilon/2} + 1} \right)^{|U| - 1} + \sum_{i=1}^{\frac{|U|}{2}} \frac{1}{2^i} \cdot \text{Bin}(i - 1; |U| - 1, \frac{1}{e^{\epsilon/2} + 1}) \quad (42)
\]

While the analysis of OUE may seem similar to RAPPO, the final result is semantically different. A key difference between OUE’s final result in Equation 42 and RAPPO’s final result in Equation 36 is that the latter contains the term \( \frac{1}{e^{\epsilon/2} + 1} \) whereas the prior contains the term \( \frac{1}{2} \) in its place. Ignoring \( i \) in both terms, as \( \epsilon \) increases and approaches \( +\infty \), RAPPO’s term increases and approaches 1. However, OUE’s term is always upper bounded by the constant \( \frac{1}{2} \) regardless of how large \( \epsilon \) is. We will observe in our analysis and empirical evaluation that this difference causes ASR under RAPPO to increase and approach 1 as \( \epsilon \) becomes larger, but ASR under OUE increases very slowly after a certain \( \epsilon \).

Fig. 1. Expected ASR of \( \mathcal{A} \) under all six protocols. On the left, we fix \(|U| = 64 \) and vary \( \epsilon \). On the right, we fix \( \epsilon = 2 \) and vary \(|U| \).
G. Applying A to SS

In SS, each client $\ell \in \mathcal{G}$ builds and sends a subset $Z_\ell$ with size $k = |Z_\ell|$ to the server. First, recall that $\Psi_{SS}$ adds $v_\ell$ to $Z_\ell$ with probability $\frac{k e^\varepsilon}{k e^\varepsilon + |\mathcal{U}| - k}$. Second, observe that a fake value $v \in \mathcal{U} \setminus \{v_\ell\}$ is added to $Z_\ell$ by $\Psi_{SS}$ with probability:

$$\frac{k e^\varepsilon + |\mathcal{U}| - k}{|\mathcal{U}| - 1} + \frac{|\mathcal{U}| - k}{k e^\varepsilon + |\mathcal{U}| - k}$$

(43)

For this to be larger than the probability that $v_\ell$ is added to $Z_\ell$, the following must be true:

$$\frac{k^2 e^\varepsilon - k k e^\varepsilon + k|\mathcal{U}| - k^2}{(k e^\varepsilon + |\mathcal{U}| - k) \cdot (|\mathcal{U}| - 1)} > \frac{k e^\varepsilon}{k e^\varepsilon + |\mathcal{U}| - k}$$

(44)

However, if we solve Equation 44, we arrive at: $k > |\mathcal{U}|$ which yields a contradiction because $k$ is the size of a subset of $\mathcal{U}$, thus $k$ cannot exceed $|\mathcal{U}|$. Therefore, we find that it is not possible for any fake value’s probability of being added to $Z_\ell$ to be higher than the probability that $v_\ell$ is added to $Z_\ell$. Then, the prediction strategy of $A$ has to be to predict $v_\ell^p$ from reported $Z_\ell$, since the probability of $v_\ell$ being included in $Z_\ell$ is highest. $A$’s prediction strategy is therefore: $v_\ell^p \leftarrow \mathcal{S}(Z_\ell)$.

Expected ASR under SS can be derived as:

$$E[\text{ASR}] = \Pr[v_\ell = v_\ell^p] = \Pr[v_\ell = v_\ell^p | v_\ell \in Z_\ell] \cdot \Pr[v_\ell \in Z_\ell]$$

(45)

$$= \frac{k e^\varepsilon}{k e^\varepsilon + |\mathcal{U}| - k} \cdot \frac{1}{k} = \frac{e^\varepsilon}{k e^\varepsilon + |\mathcal{U}| - k}$$

(46)

which completes the derivation. Note that expected ASR under SS found in Equation 46 is also dependent on the protocol subset size parameter $k$. If the default value of $k = \frac{|\mathcal{U}|}{2}$ is plugged in to Equation 46, we get: $\frac{e^\varepsilon}{2k e^\varepsilon + |\mathcal{U}|}$ as the expected ASR. This confirms the intuitive expectations: that (i) when $\varepsilon$ increases, ASR will increase since privacy becomes more relaxed; and (ii) when $|\mathcal{U}|$ increases, ASR will decrease since it is more difficult for $A$ to predict $v_\ell$ correctly from a larger domain.

H. Summary and Analysis of Expected ASR

Having derived the expected ASR of $A$ under each protocol, we now perform a side-by-side comparison of protocols’ expected ASR to analyze their behavior with varying $\varepsilon$ and $\mathcal{U}$. Note that $\varepsilon$ and $\mathcal{U}$ are the two common factors that appear in the expected ASR equations of all protocols. In Figure 1, we plot the expected ASRs of each protocol: on the left, we fix $|\mathcal{U}| = 64$ and vary $\varepsilon$; on the right, we fix $\varepsilon = 2$ and vary $|\mathcal{U}|$. The graphs show some general trends that apply to all LDP protocols, which agree with intuitive expectations. In particular, with increasing $\varepsilon$, the privacy achieved by randomized perturbation decreases, therefore ASR values increase. With a larger domain $\mathcal{U}$, ASR values decrease, which is intuitive given that a larger domain makes $A$’s predictions more difficult (e.g., the ASR of a completely random guess is $1/|\mathcal{U}|$), which becomes smaller as $|\mathcal{U}|$ becomes larger). The results across all six protocols agree on these general trends.

We observe that different protocols may yield substantially different ASR values under the same $\varepsilon$ and $\mathcal{U}$. For example, expected ASR under GRR can be several times higher than BLH with the same $\varepsilon$ and $\mathcal{U}$. The intuition behind this is further explained with practical examples in Section III-I. Another observation is that one protocol may have higher ASR over another protocol under certain $\varepsilon$ and $\mathcal{U}$ values, whereas the opposite may be true under different $\varepsilon$ and $\mathcal{U}$ values. For example, comparing OLH and RAPPOR in the first figure, OLH’s ASR is higher than RAPPOR’s ASR when $2.5 \leq \varepsilon \leq 7$, but RAPPOR’s ASR exceeds OLH when $\varepsilon \geq 8$. Another example is that SS has ASR close to OUE for small $\varepsilon$, but when $\varepsilon \geq 5$, SS becomes very different than OUE and more similar to GRR. These observations are partly caused by OLH and OUE’s ASR being heavily impacted by the $\frac{1}{\varepsilon}$ terms in their expected ASR, as discussed at the end of Section III-D and III-F respectively. Altogether, the observations show that the protocol which yields lower ASR may change across different settings; thus, the protocol recommended to minimize ASR in one setting can be different than the recommended protocol in another setting.

I. Why Do Protocols Have Different ASR?

An important observation from the expected ASR analysis, which will also be confirmed by empirical ASR analysis in the next section, is that different protocols can have different ASR under the same $\varepsilon$. This may seem counter-intuitive at first, considering that the level of privacy is typically controlled by the $\varepsilon$ parameter in the context of LDP. However, there is an intuition behind it. While all protocols satisfy $\varepsilon$-LDP, the individual steps they perform to do so (i.e., their encoding and perturbation steps) are different. Consequently, when one considers a practical Bayesian adversary, different protocols can yield different ASR, depending on the combined effect of their encoding and perturbation. Past research has shown that different protocols can have different estimation utility under the same $\varepsilon$ [1], [6]; our paper shows that a similar behavior can be observed from an adversarial perspective. We explain this phenomenon with practical examples below.
1) Example 1: Recall GRR vs OLH protocols from Section II-B. GRR uses direct encoding (i.e., $\text{ENCODE}_{grr}(v_t) = u_t$) and then perturbs $v_t$ probabilistically. In contrast, OLH encodes $v_t$ into an integer $x_t$ using a hash function $H_t$ (i.e., $\text{ENCODE}_{olh}(v_t) = (H_t(x_t))$ and then perturbs $x_t$. These two processes are illustrated in Figure 2a. For an adversary receiving OLH and GRR’s outputs, even if there is little or no perturbation in both cases, it is more difficult to infer $v_t$ from OLH’s output since OLH makes use of hash functions which are many-to-one and non-invertible. This usage of a many-to-one function for encoding yields an additional privacy benefit for OLH which does not exist in GRR. Comparing the expected ASR results of GRR vs OLH in Figure 1, we observe that this is reflected in the fact that GRR’s ASR is much higher than OLH’s ASR when $\varepsilon$ is large (perturbation is small).

2) Example 2: Consider RAPPOR vs OUE protocols. Both protocols use bitvector encoding to construct $B_t$ as shown in Figure 2b. However, the perturbation probabilities are different, as indicated in the figure and in Equations 8 and 10. We showed that the Bayes-optimal strategy for $A$ is to pick among indexes $j$ in $B_t$ that have: $B_t[j] = 1$ in both protocols. Yet, using Equations 8 and 10 it can be derived that the total number of indexes that satisfy this condition are different in RAPPOR and OUE – in expectation, it is $\frac{\varepsilon^2 + |\mathcal{U}| - 1}{\varepsilon^2 + 1}$ in RAPPOR and $\frac{\varepsilon^2 + 2|\mathcal{U}| - 1}{2\varepsilon^2 + 1}$ in OUE. Since the probability of $A$’s correct prediction is inversely proportional to these quantities and since they are different, $A$’s expected ASR is also different for RAPPOR and OUE. This can be verified from Figure 1.

IV. EXPERIMENTAL ANALYSIS
A. Experiment Setup and Datasets
We conduct experiments with the six LDP protocols under consideration (GRR, BLH, OLH, RAPPOR, OUE, SS) and four datasets: MSNBC, Kosarak, Uniform, and Exponential. All code is implemented in Python. Experiments are repeated 10 times and results are averaged.

MSNBC contains logs from msnbc.com for the day of September 28, 1999 where each row in the dataset corresponds to one user’s page visit sequence.\(^1\) Visits are recorded at the granularity of page category (news, tech, weather, sports, etc.). There are $|\mathcal{U}| = 17$ categories and $|\mathcal{L}| = 989,818$ users. A large number of users either visit one category of pages, or for users that visit multiple categories, their visits are often dominated by one category. Hence, for each user we determine the most visited category and assume the user’s true value is equal to that category.

Kosarak contains click stream data from a Hungarian online news portal.\(^2\) Each user is associated with a set of clicked URL IDs. There are around one million users and 41,270 unique URL IDs. Since many URLs are visited few times (e.g., once or twice), we pre-processed the dataset by identifying the top-128 most visited URLs across the whole dataset and removing the remaining URLs from each user’s click stream.

We discarded those users whose resulting click stream was empty. For users who had more than one URL in their resulting stream, we randomly picked a URL as their $v_t$. In the resulting dataset, we had $|\mathcal{U}| = 128$ and $|\mathcal{L}| = 929,669$.

Uniform: We create synthetic client populations consisting of $|\mathcal{L}|$ clients whose true data, when aggregated, corresponds to a uniform distribution across domain $\mathcal{U}$. Unless otherwise noted, default values are $|\mathcal{L}| = 100,000$ and $|\mathcal{U}| = 40$.

Exponential: We use an Exponential distribution to generate client data, with probability density function $f(x; \beta) = \beta^{-1}e^{-x/\beta}$ where $\beta$ is the scale parameter. Lower $\beta$ means the distribution is more skewed, i.e., denser in the characteristic peak of the Exponential. The default value of $\beta$ is $\beta = 3$, but when measuring the impacts of data skewness, we create different client populations with varying skewness by changing the $\beta$ parameter. Each client’s true value is a data point sampled from the corresponding Exponential and rounded to the nearest integer. By default, $|\mathcal{L}| = 100,000$ and $|\mathcal{U}| = 50$.

B. Comparison Between Protocols
Here, we assume that each protocol uses their default parameters (as noted in Section II-B) and compare them to see how ASR changes under different protocols, datasets, and $\varepsilon$. Results are given in Figure 3. We first observe that these results agree with the theoretical derivations from Section III. It is often the case that GRR’s ASR is higher than remaining protocols. SS protocol has lower ASR than GRR for small $\varepsilon$, but its ASR becomes very close to GRR when $\varepsilon$ is larger. BLH often has lower ASR due to many hash collisions (on average $|\mathcal{U}|/2$ collisions). Among the remaining protocols, RAPPOR has lower ASR than OLH and OUE when $\varepsilon$ is small, but RAPPOR’s ASR exceeds OLH and OUE when $\varepsilon$ is large. The $\varepsilon$ value at which RAPPOR’s ASR starts exceeding OLH and OUE changes from dataset to dataset due to different $|\mathcal{U}|$ in different datasets. In the MSNBC dataset in which $|\mathcal{U}|$ is small, this $\varepsilon$ value is between 4 and 6. In the Uniform and Exponential datasets in which $|\mathcal{U}|$ is relatively larger, this $\varepsilon$ value is between 6 and 8. In the Kosarak dataset in which $|\mathcal{U}|$ is largest, this $\varepsilon$ value is between 8 and 10. A key factor why RAPPOR’s ASR exceeds OLH and OUE when $\varepsilon$ is large is that OLH and OUE’s ASR increase very slowly after they hit 0.5. This was observed as part of the theoretical expected ASR derivations, as well as Figure 1. The experimental results in Figure 3 validate the theoretical finding.

Figure 3 also shows that OLH and OUE’s empirical ASR are similar for various values of $\varepsilon$ although they differ slightly between $2 \leq \varepsilon \leq 6$. This is also true for their expected ASR, as illustrated in Figure 1. An interesting observation here is that OLH and OUE, which use very different encoding styles ($g$-ary hash versus unary bitvector encoding), can have similar ASR; as opposed to two protocols which use similar encoding principle having substantially different ASR behavior (such as BLH and OLH that both use hash encoding, or RAPPOR and OUE that both use bitvector encoding).

C. Impact of Encoding Parameters
Recall that some protocols have encoding-related parameters, e.g., OLH has parameter $g$ which determines the


\(^2\)Frequent Itemset Mining Dataset Repository. http://fimi.ua.ac.be/data/
Fig. 3. Empirical ASR of $A$ under all six protocols. While individual ASR values change from one dataset to another, overall trends agree that: (i) ASR increases as $\varepsilon$ is increased, (ii) some protocols have lower ASR than others for low values of $\varepsilon$ but the opposite is true for higher values of $\varepsilon$. These empirical results also agree with the trends observed in the theoretical analysis in Sec. III and Fig. 1.

Fig. 4. Adversarial Success Rate (ASR) changes substantially when OLH protocol’s encoding parameter $g$ is varied.

Fig. 5. Adversarial Success Rate (ASR) changes substantially when SS protocol’s subset size parameter $k$ is varied.

Fig. 6. Comparison of adversary with and without background knowledge (w/ BK versus w/o BK). Experiments using two real datasets and six protocols agree that adversarial knowledge of aggregate statistical data distribution improves ASR.

output space of hash encoding and SS has parameter $k$ which determines the reported subset size. Here, we study the impact of changing $g$ and $k$ parameters on OLH and SS.

In Figure 4, we show how empirical ASR changes under the OLH protocol when its $g$ parameter is varied between 2 and 16. While the differences between varying $g$ values
is small for small $\epsilon$ budgets, for larger $\epsilon$ budgets such as $\epsilon \geq 2$, there starts to be large discrepancies between the ASR values. For $\epsilon = 8$, the empirical ASR of OLH with $g = 16$ is often roughly 3-4 fold higher than ASR of OLH with $g = 2$. The rationale behind observing different ASR under the same $\epsilon$ but different $g$ is as follows. In OLH, the expected number of hash collisions due to $g$-ary hash encoding is $|U|/g$. When $g$ is smaller, more collisions are expected. Increased number of collisions provide an added amount of privacy (i.e., added on top of the privacy already achieved by $\epsilon$-LDP perturbation), thanks to the irreversibility of hash collisions. Even in the extreme case where $\epsilon = +\infty$ in which no privacy is given by $\epsilon$-LDP perturbation, hash collisions will still cause $A$’s prediction accuracy and ASR to go down, yielding some privacy to clients. This supports the observation that especially for large $\epsilon$ such as 8, ASR remains low when $g$ is small (many collisions) compared to $g = 16$ (fewer collisions).

In Figure 5, we perform a similar experiment for the SS protocol by varying its $k$ parameter between 1 and 8. The results for SS protocol show that when $\epsilon$ is large, varying $k$ values may cause 4-5 fold difference in ASR. In particular, for $\epsilon \geq 4$, the ASR of SS with $k = 1$ is several folds larger than the ASR of SS with $k = 8$. This can be intuitively explained through a crowd-blending privacy perspective as follows. In SS, $v_1$ blends in a crowd of $k$ items (reported subset). When $k$ is small, $v_1$ does not have a large crowd to blend in, making the adversary’s prediction easier. In contrast, when $k$ is large, the crowd is larger therefore ASR can remain low due to the existence of a large number of $k - 1$ fake reported items.

### D. Impact of Adversary Background Knowledge

Recall from Section III-A that, for the adversary with BK, BK is injected into Bayesian inference via term $Pr[\hat{v}]$ in Equation 15. In this section, we perform two experiments. In the first experiment, we compare ASR of adversary with BK (w/ BK) and without BK (w/o BK). For adversary w/o BK, we assume that no injection takes place. For adversary w/ BK, we assume that BK is equal to the ground truth exact distribution, i.e., adversary injects $Pr[\hat{v}]$ as:

$$Pr[\hat{v}] = \frac{C(\hat{v})}{\sum_{v \in \mathcal{U}} C(v)}$$  \hspace{1cm} (47)

Results of this experiment are given in Figure 6 for the two real datasets (Kosarak and MSNBC) and for all six protocols. Comparing the adversary w/ BK and w/o BK under each scenario in which other factors (such as $\epsilon$, dataset, and protocol) are fixed, we see that while the individual ASR values may differ in different protocols and datasets, all protocols and datasets agree that the adversary w/ BK outperforms the adversary w/o BK in terms of ASR. In GRR and SS, the adversary w/o BK catches up with the adversary w/ BK when $\epsilon$ is large such as 6 or 8. However, in the remaining protocols, there remains a gap between the adversary w/ BK and w/o BK across varying $\epsilon$. The take-away message is that in many scenarios, auxiliary knowledge and background knowledge may be used by adversaries to increase their prediction success rates under the same $\epsilon$, dataset and protocol.

In the second experiment, we assume that the adversary’s BK is not “perfect”, i.e., adversary does not have ground truth knowledge as BK, but rather a noisy version (a “rough distribution”). To simulate such behaviour, we modify adversary’s BK by adding a noise term:

$$Pr[\hat{v}] = \frac{C(\hat{v})}{\sum_{v \in \mathcal{U}} C(v)} + \mathcal{G}(0, \sigma)$$  \hspace{1cm} (48)

where $\mathcal{G}(0, \sigma)$ denotes Gaussian noise with mean 0 and standard deviation $\sigma$. When $\sigma = 0$, adversary’s BK is perfect, i.e., equal to ground truth. As $\sigma$ increases, adversary’s BK becomes more noisy.

We conduct this experiment with all six protocols and using the MSNBC dataset. Results are given in Figure 7. As expected, adversary w/o BK is not impacted by $\sigma$. However, for adversary w/ BK, higher $\sigma$ causes ASR to decrease. For small $\sigma$ such as $\sigma = 0.05$ or 0.1, ASR of adversary w/ BK remains substantially higher than ASR of adversary w/o BK. This shows that although the adversary may not have the fully correct BK, even with a roughly correct BK, the adversary can still achieve higher ASR. However, interestingly, when $\sigma$ is high (such as $\sigma = 0.2$ or 0.25) the ASR of adversary w/ BK can fall below the ASR of adversary w/o BK. It’s worth noting that such high values of $\sigma$ cause BK to be extremely noisy (largely incorrect or almost opposite to the ground truth), since the original $Pr[\hat{v}]$ values are between 0 and 1. This shows that extremely noisy BK may cause more harm than good for the adversary, i.e., adversary would be better off not using BK if his/her BK is extremely noisy.

### E. Impact of Data Distribution and Skewness

We now study the impact of data skewness, i.e., statistical distribution of client data. If some values $v \in \mathcal{U}$ are frequently
observed in the client population whereas other values are rarely observed, we say that data distribution is skewed. If the observation frequency of all values in \( \mathcal{U} \) is roughly even, we say that the data is uniform (i.e., less skewed or not skewed). We create synthetic client populations with varying data skewness by changing the distribution scale parameter of the Exponential dataset as explained in Section IV-A. We measure ASR under each dataset with two scenarios: adversary w/ BK and adversary w/o BK.

The results are given in Figure 8. We first observe that varying data skewness does not impact ASR when the adversary does not have BK. This is confirmed by roughly constant ASR values for the adversary w/o BK while skewness is varied, in all six protocols and \( \varepsilon = 1 \) and 2. However, for the adversary w/ BK, ASR values change substantially with varying skewness. In cases where there is large data skewness (leftmost end of each graph in Figure 8), ASR is much higher than cases that are not skewed (rightmost end of each graph in Figure 8). Therefore, the take-away message is that skewness plays a role in ASR when the adversary has background knowledge of the skewed statistics; otherwise, it does not impact ASR.

V. LDPLens

A. Motivation

We established both mathematically and empirically that under the common Bayesian adversary, different LDP protocols yield different ASR results according to factors such as: (i) encoding type and parameters, (ii) data domain, (iii) adversarial background knowledge, and (iv) adversarial knowledge of statistical distribution and skewness of data. Furthermore, when these factors are set in a certain way, one protocol may yield lower ASR than the other; whereas for a different setting of the factors, the other protocol may yield higher ASR and therefore become more desirable. For example, Fig. 1 and 3 agree that when \( \varepsilon = 4 \), RAPPOR has lower ASR compared to OUE; whereas when \( \varepsilon = 8 \), OUE has lower ASR compared to RAPPOR. This latter property that protocols have interchanging desirability under different settings was known from the perspective of minimizing estimation error [1], [6], [12], [13]; our results in this paper demonstrate a similar property from the perspective of ASR.

The observation that no single protocol yields lowest ASR and highest estimation utility simultaneously across all possible factors motivates the problems of protocol selection and budget selection, i.e.: Given the setting of the related factors, a set of LDP protocols and an adversarial resilience constraint [or a utility loss constraint]; which LDP protocol is most desirable and what value of \( \varepsilon \) should be used?

We design LDPLens to address the protocol and budget selection problems as well as to assist researchers and application designers in analyzing the privacy-utility tradeoffs of LDP protocols, thereby allowing them to make informed decisions regarding protocol and budget selection. Consider the following use of LDPLens. Let Alice be a researcher who wants to design an LDP system for a niche application in her area such as healthcare, IoT or cybersecurity. Alice knows the syntax, domain \( \mathcal{U} \), statistical distribution, and suitable encoding types and parameters for her data. Alice also knows the adversary model and/or utility measurement method that are relevant to her application. However, Alice is not an expert in LDP; thus, she wants to learn which protocol and \( \varepsilon \) value she should use. LDPLens enables Alice to specify a utility loss constraint (or adversarial resilience constraint) that is appropriate for her application, and then, Alice can learn the desirable protocol and suitable \( \varepsilon \) for her constraint.

B. Design of LDPLens

LDPLens consists of several modules as shown in Figure 9. It is designed to be modular, customizable and extensible. While each module comes with default settings and implementations in place, it is possible to add new LDP protocols, adversary models, utility measurement metrics, optimization
problems and so forth by implementing them under the corresponding modules.

1) LDP Protocol Module: This module contains the implementations of LDP protocols, e.g.: GRR, BLH, OLH, RAPPOR, OUE, SS. A new protocol named PROT can be added to LDPLens by implementing two functions in this module: one for client-side encoding and perturbation $\Psi_{\text{PROT}}$, and one for server-side estimation.

2) Adversary Module: This module consists of 3 parts: (i) the attack strategy, (ii) background knowledge of the adversary, and (iii) the metric or measurement method to evaluate the success of the adversary. Our Bayesian adversary and ASR metric from Section III-A constitute one option that is readily implemented in this module. New adversary models and metrics may be added to LDPLens by implementing them in this module.

3) Utility Measurement Module: Since LDP relies on randomized perturbation, LDP protocols often cause utility loss which manifests itself in ways such as frequency estimation error, accuracy degradation of a machine learning model, etc. Depending on the application area, the relevant metric to measure utility loss can be different. Thus, the Utility Measurement Module of LDPLens enables users to choose their desired metric among available ones or to define a new metric to measure utility loss.

One metric that is readily implemented in LDPLens, which we also use in our case studies in Section V-D, is $L_p$-norm frequency estimation error. Recall from Section II-A that $|\mathcal{L}|$ denotes client population size, $C(v)$ denotes the true count of $v$, and $\hat{C}(v)$ denotes the estimated count of $v$. Then, $v$’s true frequency is $f(v) = C(v)/|\mathcal{L}|$ and its estimated frequency is $\hat{f}(v) = \hat{C}(v)/|\mathcal{L}|$. $L_p$-norm error is measured as:

$$\frac{\sum_{v \in \mathcal{U}} (|f(v) - \hat{f}(v)|)^p}{|\mathcal{U}|}$$ (49)

In our case studies, we use this metric with $p = 1$. This naturally yields to the problem of frequency estimation, which has received significant attention as a fundamental task in LDP and a common utility measurement method for LDP protocols in the literature [6], [11], [17], [26], [27]. Our usage with $p = 1$ measures frequency estimation error in terms of Mean Absolute Error (MAE). Different $p$ can yield different measurements, e.g., $p = 2$ yields Mean Squared Error (MSE). Thus, $L_p$-norm is quite versatile. Other utility measurement methods, such as domain-specific ones, can also be added to LDPLens by implementing them in the Utility Measurement Module. For example, in the set-valued data collection domain, metrics such as Kendall-Tau (KT) and Normalized Cumulative Rank (NCR) can be applied in addition to $L_p$-norm [12], [17].

4) Budget Module: This module serves to enable the specification of the allowed range for budget parameter $\epsilon$. By definition, $\epsilon > 0$ is a positive float. The current implementation of LDPLens uses the range: $0.01 \leq \epsilon \leq 16$ by default, to allow for a wide range of possible values.

5) Data Characteristics Module: This module consists of 3 parts: (i) data domain $\mathcal{U}$, (ii) suitable data encoding type and encoding parameters (e.g., bitvector or hash), (iii) statistical distribution of data. Data domain and statistical distribution can be learned either from a data sample provided by the LDPLens user or direct manual specification into LDPLens.

6) Optimization Module: The protocol and budget selection problems aim to find the most desirable protocol and $\epsilon$ value to use under a given scenario. To achieve this, the Optimization Module of LDPLens is designed such that the protocol and budget selection problems can be mathematically formulated as optimization problems. An optimization problem consists of 3 parts: constraints, variables, and the optimization objective. There currently exist 3 built-in optimization problems in LDPLens (OPT1, OPT2, OPT3) that differ in terms of their constraints, variables, and objectives. Their details will be given in the next section. The user can choose from one of these problems or formulate a new optimization problem by specifying a new set of constraints, variables, and objective. Then, the optimization problem is solved and the result of the optimization (protocol and $\epsilon$) are output to the end user.

C. Optimization Problems

The optimization module of LDPLens comes with 3 built-in optimization problems, all of which solve the protocol and budget selection problems simultaneously. The two important factors in the formulation of the optimization problems is how adversarial success is measured (which is specified in LDPLens using the Adversary Module) and how utility loss is measured (which is specified using the Utility Measurement Module). While these are user-specified factors, without loss of generality, we denote by ASR the metric for adversarial success and by $UL$ the metric for utility loss.

1) Utility-Constrained Adversarial Optimization (OPT1):

The user provides a utility loss constraint $\gamma$, which is the maximum utility loss that can be tolerated. Objective is to find the protocol and $\epsilon$ value such that the success rate of the adversary is minimized while the provided utility loss constraint is met.

$$\arg \min \begin{cases} \text{(c. PROT)} & \text{ASR} \leq \gamma \\
\end{cases}$$

subject to $UL \leq \gamma$

2) Adversarily-Constrained Utility Optimization (OPT2):

The user provides an adversarial success rate constraint $\delta$, which is the maximum success rate that can be tolerated. Objective is to find the protocol and $\epsilon$ value such that utility loss is minimized while the provided adversarial success rate constraint is met.

$$\arg \min \begin{cases} \text{(c. PROT)} & UL \leq \gamma \\
\end{cases}$$

subject to $ASR \leq \delta$

3) Utility-Constrained Budget Optimization (OPT3):

The user provides a utility loss constraint similar to OPT1. Objective is to find the protocol that allows the minimum $\epsilon$ to be used while the provided utility loss constraint is met.

$$\arg \min \begin{cases} \text{PROT} & UL \leq \gamma \\
\end{cases}$$

subject to $UL \leq \gamma$
D. Demonstration via Case Studies

We now demonstrate the usefulness of LDPLens via case studies. In our case studies, we use the Bayesian adversary $A$ and $ASR$ metric from Section III-A for adversarial success measurement, and $L_1$ norm frequency estimation error from Equation 49 for $UL$ measurement. The same datasets as in Section IV-A are used. Results are given in Figure 10. Each data point in the graphs correspond to a protocol’s execution with one value of $\varepsilon$. Different points are plotted for $\varepsilon$ ranging between 0.1 and 4.0 in increments of 0.1. Since lower ASR means lower adversarial success and lower $L_1$ error means higher utility, the bottom-left corner of each graph is most desirable. However, as expected, all protocols show tradeoffs between adversarial success and utility, e.g., as $L_1$ errors decrease, ASRs increase. Yet, some protocols achieve more favorable tradeoffs than others, which we will discuss.

1) Case Study #1: Consider the comparison between GRR, BLH, OLH and SS protocols in Figure 10a on the MSNBC dataset. Assume that OPT1 is used with constraint $\gamma = 0.002$, which is represented using the horizontal dotted line in the figure. The goal is to select the LDP protocol and $\varepsilon$ value that minimizes ASR under this constraint. In this case, LDPLens outputs OLH as the most desirable protocol, since its ASR is lowest compared to other protocols when $\gamma = 0.002$. This can be seen from the figure by observing that OLH’s data points are the leftmost ones that intersect with the horizontal dotted line, which means that remaining protocols yield higher ASR than OLH under the same $\gamma$ constraint. In addition, the recommended value of $\varepsilon$ is $\varepsilon \approx 1$ since the data points that intersect with the dotted line satisfy $\varepsilon = 1$. We also observe that the selection of OLH as the most desirable protocol is robust to small changes in the $L_1$ error constraint, e.g., for all $\gamma$ values between 0.0015 and 0.003, OLH remains the most desirable protocol.

2) Case Study #2: Consider the comparison between GRR, BLH, OLH and SS protocols in Figure 10b on the Kosarak dataset. Assume that OPT2 is used with constraint $\delta = 0.25$, which is represented with the vertical dotted line in the figure. The goal is to select the LDP protocol and $\varepsilon$ value that minimizes $L_1$ error under this constraint. In this case, LDPLens outputs GRR as the most desirable protocol, since its $L_1$ error is lowest compared to other protocols when $\delta = 0.25$. This can be seen from the figure by observing that GRR’s data points are the lowermost ones that intersect with the vertical dotted line. The recommended value of $\varepsilon$ here is $\varepsilon \approx 2$. Interestingly, compared to GRR, the $L_1$ errors of all remaining protocols are 1.5-2x higher. This shows the clear benefit of protocol selection using LDPLens: If one failed to select GRR and used a suboptimal protocol instead, they would have incurred a 1.5-2x higher utility loss.

3) Case Study #3: Consider the comparison between GRR, BLH, RAPPOR and OUE protocols in Figure 10c on the Kosarak dataset. Assume that OPT3 is used with constraint $\gamma = 0.0006$, which is represented with the vertical dotted line in the figure. The goal is to select the LDP protocol that minimizes $\varepsilon$ under this constraint. In this case, LDPLens outputs OUE as the most desirable protocol, since it allows the smallest $\varepsilon$ to be used while satisfying $\gamma = 0.0006$. For example, OUE can satisfy the $\gamma$ constraint with $\varepsilon = 2.1$, whereas RAPPOR can do so with $\varepsilon = 2.5$ and GRR with $\varepsilon = 2.9$. By selecting the desirable protocol with LDPLens, we can achieve substantial budget savings.

4) Discussion: First, we observe that the most desirable protocol in each case study is different: in Case Study 1 it is OLH, in Case Study 2 it is GRR, in Case Study 3 it is OUE. This validates the initial motivation behind LDPLens that the most desirable protocol can change from scenario to scenario, and thus finding the most desirable protocol in a new scenario is a non-trivial problem. Second, we observe that the choice of the most desirable protocol can be robust, i.e., even if there are small changes in $\gamma$ or $\delta$, the most desirable protocol remains the same. Finally, there is substantial benefit in using the protocol selected using LDPLens rather than randomly selecting a protocol. In Case Study 1 it enables $\%10$ ASR reduction, in Case Study 2 it enables $1.5$-2 fold utility improvement, in Case Study 3 it enables up to $\%38$ budget savings. These demonstrate the benefit in using LDPLens to identify a protocol that is “good fit” for a given scenario, rather than randomly selecting a protocol.

E. Alternative Adversary Models

We noted earlier that while the Bayesian adversary and ASR metric from Section III-A constitute one option existing in LDPLens, other adversary models can also be supported. Consider an alternative adversary whose goal is not to infer $v_t$ precisely (i.e., $v_t^p = v_t$), but instead, the adversary is
successful if he/she infers within a range $v_\ell \pm \lambda$, i.e., $v_\ell - \lambda \leq v_\ell^p \leq v_\ell + \lambda$. We can measure the success rate of this adversary using the Range Inference Success Rate (RISR) metric:

$$RISR = \frac{\text{# of clients } \ell \in \mathcal{L} \text{ such that } v_\ell - \lambda \leq v_\ell^p \leq v_\ell + \lambda}{|\mathcal{L}|}$$

We perform an experimental comparison of the RISR values of six LDP protocols under varying $\varepsilon$ and $\lambda$. The results are illustrated in Figure 11. As expected, we observe clear positive correlations between RISR and $\lambda$, as well as between RISR and $\varepsilon$. Yet, similar to the ASR metric, different protocols can have substantially different RISR values under the same $\varepsilon$ and $\lambda$. For example, when $\lambda = 5$ and $\varepsilon = 3$ on the MSNBC dataset, RISR of BLH is 0.55 whereas RISR of RAPPOR is 0.63, RISRs of OLH and OUE are nearly 0.68, and RISRs of GRR and SS are nearly 0.78. This shows that protocols’ varying responses to attack effectiveness is not limited to ASR, but it also holds for RISR. Furthermore, we observe from Figures 11a and 1b that protocols’ differences in RISR are larger when $\lambda$ is small, e.g., $\lambda = 1$ and 3. In contrast, as $\lambda$ increases, RISRs of different protocols tend to converge. The reason is because large $\lambda$ causes the inference range to also become larger, therefore inference success rate increases. Hence, RISRs of all protocols increase and converge.

**Comparison between ASR and RISR:** Comparing the ASR results from earlier sections and the RISR results in Figure 11, we observe that protocols’ RISRs are generally higher than ASRs under the same $\varepsilon$. This is because ASR requires adversary’s prediction to be exactly correct, i.e., $v_\ell^p = v_\ell$. In contrast, RISR looks for correctness within a range, i.e., $v_\ell - \lambda \leq v_\ell^p \leq v_\ell + \lambda$. However, ASR and RISR results agree on two important trends. First, different protocols can have different RISR, which agrees with the findings of ASR. Second, as $\varepsilon$ increases, both ASR and RISR increase since privacy becomes more relaxed. Therefore, although the individual results of ASR and RISR may be different (as expected due to their different constructions), they both support this paper’s motivation behind LDPLens and adversarial analysis of LDP protocols.

**VI. RELATED WORK**

LDP has recently received significant attention from academia as well as industry [1], [3], [4], [7]. Several LDP protocols were developed, such as GRR, BLH, OLH, RAPPOR, OUE and SS [4], [6], [8]–[10]. These protocols often serve as building blocks for more advanced tasks, e.g., heavy hitter identification [14], [28], [29], frequent item and itemset mining from set-valued data [5], [12], frequent store analysis [11], [27], releasing high-dimensional datasets or marginals [30]–[32], answering multi-dimensional range queries [33], [34], mean estimation [35], [36], graph mining and synthetic graph generation [18], [37], and discovery of frequent terms [9], [38]. Recent studies also started using LDP in the context of machine learning, such as boosting [39], deep learning [40] and federated learning [41].

With growing interest in LDP, several works aimed at analyzing and improving LDP protocols under various environments. It was shown that estimation accuracy in LDP can be improved via post-processing techniques such as non-negativity and consistency requirements [15], [38], prior knowledge [13], and statistical methods, e.g., expectation maximization, maximum likelihood estimation [9], [15], [42]. However, these studies are from utility perspective and not adversarial perspective; thus, they are not comparable to our work. From adversarial perspective, new attacks to LDP protocols were recently proposed, such as data poisoning [43] and manipulation attacks [44]. However, in these attacks, adversaries are capable of compromising a subset of client devices, which is a stronger adversary model than ours. Nevertheless, these attacks can be integrated into the Adversary Module of LDPLens, and LDPLens can serve as a unifying platform that integrates multiple adversary models and metrics.

**VII. CONCLUSION**

In this paper, we presented an adversarial approach to protocol analysis and selection in LDP, and made three original contributions. First, we used mathematical derivations and empirical measurements to analyze the privacy properties of different LDP protocols under the Bayesian adversary model. Second, we analyzed a set of critical parameters that cause the diverse responses of protocols to the Bayesian adversary in terms of ASR, including privacy budget $\varepsilon$, data domain $\mathcal{U}$, encoding parameters, data distribution, and background knowledge. Third, we designed and developed LDPLens, a prototype system to enable optimized protocol selection in a given data collection scenario. Tested with three case studies using real-world datasets, we showed that the protocol recommended by LDPLens in each scenario is different and offers substantial improvement compared to other protocols. In future work, we plan to extend LDPLens with new adversary and utility metrics to enable holistic benchmarking of LDP protocols.
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